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Preface

For over 200 years, the phenomenon of hypnosis has provided a rich paradigm for those
seeking to understand the processes that underlie the construction of the conscious self
and its associated experiences. Within a few minutes of hypnotic induction, some 
10–15 per cent of healthy alert individuals are able to demonstrate profound alterations
in many aspects of their conscious experience. In response to suggestion, they may expe-
rience a lack of control over their own actions, the inability to recall recent events, the
absence of pain and other specific sensations or, conversely, the apparent reality of illu-
sory events. These rapid, non-pathological and reversible changes in conscious awareness
and cognitive processes encountered in hypnosis provide an intriguing domain as well as
a (largely unexploited) tool of research in the cognitive neurosciences. Clinically these
phenomena may provide new models for understanding many disorders of psychological
self-regulation. Hypnosis is already widely used in conjunction with other therapies in
the treatment of a range of psychological and physical disorders.

The previous generation of hypnosis researchers focused strongly on the social 
psychology of the hypnotic situation and the cognitive processes of the hypnotized per-
son. Their achievements remain crucial to any complete understanding of hypnotic phe-
nomena. However, the sad loss of so many major figures in recent years has resulted in a
generational change in ideas and perspectives amongst those engaging with the field. In
recent years, I have had the opportunity to meet with many exciting (mostly younger)
researchers from the UK, Europe, North America, Japan and Australia, with emerging
ideas and challenging findings. A clear theme of these contributions is their close 
reciprocal links with wider scientific developments in the scientific study of conscious-
ness, for example the use of imaging technologies to study state-like networks of func-
tional activation in the brain, the analysis of complexity and non-linear synchronization
in the large-scale organization of cortical oscillations (EEG and MEG), evolutionary 
psychology and genetics. The goal of this book then is to provide a framework to assist
those researchers now entering the field to delineate candidate models and to articulate
cohesive research agendas for a cognitive neuroscience of hypnosis and of conscious
states. Each chapter has been commissioned to make a distinctive contribution to the
task of constructing a cognitive neuroscience of hypnosis and has been independently
reviewed and revised before final acceptance.

Cognitive neuroscience is a distinctly different intellectual project from either cogni-
tive psychology or neuroscience. It offers a different approach from that of relying solely
upon the primacy of functional cognitive models based largely on behavioural data. It
sees the traffic between cognitive and neurophysiological data and models going both
ways (and at the same time), providing the possibility for a synthesis, which is definitely not
just the sum of its parts. Rather than one layer swallowing another (the reductionist model)



or one autonomous layer being added alongside another (the functionalist model), the
cognitive neuroscience approach is leading to a synthesis in which previously separated
domains of enquiry are now able usefully to inform, influence and constrain one
another. The chapters in this volume are by no means exclusively focused upon the neu-
rophysiological domain. They frequently draw upon (but move beyond) existing behav-
ioural, experiential, interpersonal, affective and cognitive paradigms. This reflects the
diversity of approaches required to build a cognitive neuroscience of hypnosis and con-
scious states. The cognitive neuroscience framework advocated here both draws upon
and contributes to the development of each of these ongoing forms of investigation.
The phenomena of hypnosis are fundamentally phenomena of the construction and dis-
solution of conscious states. Collectively and individually, these chapters must also be
seen as contributions to the wider project of constructing a cognitive neuroscience of
conscious states.

PREFACEvi



This work is dedicated to the late George Farquhar Jamieson and to Agnes
Fraser Jamieson (nee Craig), my father and mother.

Graham Jamieson



This page intentionally left blank 



I would like to thank Peter Sheehan my teacher and mentor in the field of hypnosis
research for his support and encouragement. He has been a wonderful example of
committed intellectual and professional life. I also thank John Gruzelier and the Institute
for Frontier Areas of Psychology and Mental Health (Freiburg), for a life-changing post-
doctoral experience and all the old crew at Imperial College London with whom I sailed
on the good ship Cognitive Neuroscience. Thanks to Colin MacLeod who enthusiasti-
cally supported the book and who came up with its title. My gratitude also goes to those
who acted as anonymous reviewers of the manuscripts which appear in this book.
Finally, I wish to thank my wife and children for their very real practical support throughout
the course of this project.

Acknowledgements



This page intentionally left blank 



Preface v

List of Contributors xiii

Introduction

1. Previews and prospects for the cognitive neuroscience of hypnosis 
and conscious states 1

Graham A Jamieson

Part I. Functional brain networks

2. Hypnotic regulation of consciousness and the pain neuromatrix 15

Mélanie Boly, Marie-Elisabeth Faymonville, Brent A Vogt,
Pierre Maquet, and Steven Laureys

3. Cognitive control processes and hypnosis 29

Tobias Egner and Amir Raz

4. Cortical mechanisms of hypnotic pain control 51

Wolfgang HR Miltner and Thomas Weiss

5. Phase-ordered gamma oscillations and the modulation 
of hypnotic experience 67

Vilfredo De Pascalis

Part II. Dissociation

6. Hypnosis and the unity of consciousness 93

Tim Bayne

7. Dissociated control as a paradigm for cognitive neuroscience 
research and theorizing in hypnosis 111

Graham A Jamieson and Erik Woody

Part III. States of consciousness

8. New paradigms of hypnosis research 133

Graham A Jamieson and Harutomo Hasegawa

9. Hypnosis and neuroscience: implications for the altered state debate 145

Steven Jay Lynn, Irving Kirsch, Josh Knox, Oliver Fassler, and Scott O Lilienfeld

10. An empirical–phenomenological approach to quantifying 
consciousness and states of consciousness: with particular reference 
to understanding the nature of hypnosis 167

Ronald J Pekala and VK Kumar

Contents



xii

11. On the contribution of neurophysiology to hypnosis research:
current state and future directions 195

Adrian Burgess

Part IV. The psychobiology of trance

12. The experience of agency and hypnosis from an evolutionary 
perspective 223

William J Ray

13. To see feelingly: emotion, motivation, and hypnosis 241

Erik Woody and Henry Szechtman

14. States of absorption: in search of neurobiological foundations 257

Ulrich Ott

15. Time distortion, and the nature of hypnosis and consciousness 271

Peter LN Naish

16. Executive control without conscious awareness: the cold 
control theory of hypnosis 293

Zoltán Dienes and Josef Perner

Index 315

CONTENTS



Tim Bayne,
Department of Philosophy,
Macquarie University,
Sydney, Australia

Melanie Boly,
Centre de Recherches du Cyclotron,
Department of Neurology,
University of Liege, Belgium

Adrian Burgess,
Department of Psychology,
University of Wales,
Swansea, UK

Vilfredo de Pascalis,
Department of Psychology,
University of Rome, La Sapienza,
Rome, Italy

Zoltan Dienes,
Department of Psychology,
University of Sussex,
Brighton, UK

Tobias Egner,
fMRI Research Center,
Columbia University,
New York, USA

Oliver W Fassler
Department of Psychology
Binghamton University
Binghamton NY, USA

Marie-Elisabeth Faymonville,
Pain Clinic, Liege University Hospital,
Sart-Tilman, Belgium

Harutomo Hasegawa,
Imperial College,
London, UK

Graham A Jamieson,
School of Psychology,
University of New England,
Armidale, NSW, Australia

Irving Kirsch,
School of Psychology,
University of Plymouth, UK

Josh Knox,
Psychology Department,
Binghamton University,
Binghamton NY, USA

V Krishna Kumar,
School of Psychology,
West Chester University of Pennsylvania,
West Chester, USA

Steven Laureys,
Centre de Recherches du Cyclotron,
Department of Neurology,
University of Liege, Belgium

Scott O Lilienfeld,
Department of Psychology,
Emory University,
Atlanta GA, USA

Steven Jay Lynn,
Psychology Department,
Binghamton University,
Binghamton NY, USA

Pierre Maquet,
Centre de Recherches du Cyclotron,
Department of Neurology,
University of Liege, Belgium

Wolfgang H R Miltner,
Department of Biological and Clinical
Psychology,
Friedrich Schiller University,
Jena, Germany

List of Contributors



Peter L N Naish,
Department of Psychology,
Open University,
Milton Keynes, UK

Ulrich Ott,
Bender Institute of Neuroimaging,
Justus Liebig University,
Giessen, Germany

Ronald J Pekala,
Biofeedback Clinic,
Coatesville V A Medical Center,
Coatesville PA, USA

Josef Perner,
Department of Psychology,
University of Salzburg, Austria

William J Ray,
Department of Psychology,
Penn State University,
University Park PA, USA

Amir Raz,
New York State Psychiatric Institute,
New York, USA

Henry Szechtman,
Department of Psychiatry and
Behavioural Sciences,
McMaster University,
Hamilton ON, Canada

Brent Vogt,
Cingulum Neurosciences Institute,
Manlius NY, USA

Thomas Weiss,
Department of Biological and Clinical
Psychology,
Friedrich Schiller University,
Jena, Germany

Erik Woody,
Department of Psychology,
University of Waterloo,
Waterloo ON, Canada 

LIST OF CONTRIBUTORSxiv



Chapter 1

Previews and prospects for the
cognitive neuroscience of hypnosis
and conscious states

Graham A Jamieson

1.1 Introduction
This chapter aims to provide an overview of core issues in the development of the cogni-
tive neuroscience of hypnosis and conscious states as they emerge in the following chap-
ters. The integration of neurophysiological, behavioural and phenomenological data into
broad theoretical frameworks spanning across traditionally discreet levels of analysis is
highlighted. Functional connectivity is identified as a unifying theme for future electro-
physiological and imaging studies of hypnosis and conscious states. Careful attention to
the ecological context of functionally significant neurophysiological systems is argued to
be an essential component to building such integrated models. It both previews individ-
ual contributions and locates them within this wider framework of issues and themes in
the cognitive neuroscience of conscious states. The case is made for the ongoing develop-
ment of a mutually informative dialogue between the emerging cognitive neuroscience
of consciousness and hypnosis research.

1.2 Functional connection in brain networks of consciousness
Historically and down to the present day the relief of pain has been one of the major clin-
ical applications of hypnotic suggestion. Functional neuroimaging studies of hypnotic
analgesia (HA) have revealed important new information about the neural representa-
tion of pain experience and the nature of hypnosis itself (Maquet et al. 1999; Rainville et al.
1999). The generation of pain experience is now known to rely not on a single area but
instead on a functionally heterogeneous network spanning multiple cortical and subcor-
tical regions (Jones et al. 1991). Pain is a psychologically complex phenomenon, and the
nature of the pain experience corresponds to synchronized activity within this network.

Boly et al. (Chapter 2) describe their systematic, long-term and ongoing programme of
functional imaging studies to uncover the neurophysiological networks underling HA.
Their studies utilize hypnotic procedures drawn directly from the highly successful pro-
gramme of clinical HA under the direction of Marie Faymonville at the University
Hospital of Liège. Hypnotic suggestions for the revivification of pleasant autobiographi-
cal memories are contrasted with the effects of mental imagery for similar material under



non-hypnotic conditions. Boly et al. describe both similarities and differences between
the wide networks of activation observed in hypnosis and mental imagery. A major
difference between these networks is the relative deactivation of medial parietal cortex
(the precuneus) in the hypnosis condition (a finding also observed by Rainville et al.
1999). Subsequent studies by this group have identified activation in midcingulate cortex
area 24a′ as directly mediating the changes in pain perception specific to their HA sug-
gestion. Whilst the nodes of a network are critical to understanding its functional prop-
erties so to are the specific functional connections between nodes. Faymonville et al.
(2003) next studied changes in cerebral regional connectivity directly associated with the
effects of HA. HA was found to significantly enhance functional modulation between
midcingulate area 24a′ and a wide network of sensory, affective, cognitive and motor-
related brain regions. Boly et al. have recently extended the work of this group from
positron emission tomography (PET) to functional magnetic resonance imaging (fMRI),
enabling hypnosis-related changes in pain processing brain networks to be studied at an
individual level.

Egner and Raz (Chapter 3) provide an encouraging example of researchers working
together to find common ground across a divide of conflicting empirical findings and
theoretical perspectives. Together they seek to locate hypnotic phenomena in the context
of cognitive control. Egner et al. (2005) utilized fMRI to demonstrate that the Stroop-
induced conflict response in (dorsal) anterior cingulate cortex (ACC) is enhanced
following hypnosis for individuals of high but not of low susceptibility. However, Raz et al.
(2002, 2003) found Stroop interference effects to be abolished in hypnotized highly
susceptible individuals with the post-hypnotic suggestion to perceive words as meaning-
less symbols. Raz et al. (2005) combined electroencephalography (EEG) and fMRI to
demonstrate the effect of their post-hypnotic suggestion in downregulating neural
activation both earlier in the visual pathway and later in the (rostral) ACC. Together,
Egner and Raz carefully set out what we can and cannot learn about cognitive control
from Stroop interference measures, such as those used in their own and other studies.
They argue that, in their traditional form, these measures cannot differentiate between
conflict detection and cognitive control in contemporary imaging and EEG [or magne-
toencephalography (MEG)] experiments. In future, they propose a number of paradigms
capable of dissociating conflict detection (monitoring the need for control) and subse-
quent adaptive adjustments in control as a response to the detection of changing levels
of conflict.

Egner and Raz find parallels between their own findings and an influential earlier
study (Sheehan et al. 1988) of Stroop and hypnosis which reported both an increase in
Stroop interference in highly susceptible hypnotized individuals and a decrease in Stroop
interference in these same individuals when given the hypnotic suggestion to focus their
attention on a portion of the colour so the word became obscured (individuals of low
susceptibilty did not show this pattern of change from the non-hypnotized condition).
Egner and Raz conclude that the critical difference between high and low susceptible indi-
viduals occurs in hypnosis either without or with specific suggestions for the reduction of
Stroop interference. They propose that flexible adaptation in cognitive control is impaired in
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hypnosis but that this very condition may be the key to enabling the hypnotized person
to implement the specific suggestions, when made by the hypnotist, without interference
from higher order monitoring systems. Within this framework, Egner and Raz provide
specific predictions and specific research methodologies with which to test them.

Jamieson and Sheehan (2004) found no impact for suggestions to rehearse task
instructions or for increased effort on responses to Stroop conflict trials, i.e. the specific
content of the conflict-reducing suggestions may also be critical to their impact on those
who are highly susceptible. The suggestions used successfully by Sheehan et al. (1988)
and Raz et al. (2002) have in common the demand for a shift in attention to the spatial
pattern of the visual (word) stimuli. In the case of Raz et al. (2005), this attentional
instruction was demonstrated to reduce perceptual processing in the early visual path-
way. This suggests a complex interplay (at least in highly hypnotically susceptible indi-
viduals) between attentional networks for conflict monitoring and flexible cognitive
control on the one hand, and attentional networks for visuospatial processing on the
other. If this is so, the research programme proposed by Egner and Raz will also require a
detailed exploration of both these major attentional networks and the nature of the pos-
sible interactions between them. Such a focus on functional interaction between anterior
and posterior cortical networks makes this a rich paradigm for basic cognitive neuro-
science research.

Miltner, Weiss and colleagues (Chapter 4; Trippe et al. 2004) used laser-evoked poten-
tials (LEPs) of noxious heat stimuli to compare the mechanisms responsible for pain
control in attentional distraction and HA. While both psychological methods were effec-
tive in reducing perceived pain, only distraction significantly reduced sensory processing
components of the corresponding somatosensory evoked potentials (an EEG measure),
i.e. attentional distraction (but not HA) resulted in a reduction of the flow of pain-
related information to the primary somatosensory cortex, strongly suggesting the
involvement of a thalamo-cortical filter in implementing the pain control effects of
attentional distraction. In contrast, primary somatosensory cortex appears to receive an
unimpeded (possibly even enhanced) flow of information from pain stimuli during HA.
In Chapter 4, Miltner and Weiss report a breakdown in EEG functional connectivity
(coherence) in the gamma band (associated with the binding of cell assemblies) between
somatosensory and frontal cortical regions. Presenting further evidence drawn from 
a combination of fMRI and EEG source analyses, they build the case that HA specifically
results from inhibitory influences on the S2/insula regions from a source in the right lat-
eral prefrontal cortex. More broadly, Miltner and Weiss argue that hypnosis is character-
ized by a breakdown of coherent large-scale cortical oscillations organized and controlled
by regions within the frontal cortex.

De Pascalis (Chapter 5) focuses more specifically on the role of synchronized fast
frequency cortical oscillations (gamma) in the creation, maintenance and dissolution of
the succession of neural ensembles that correspond to the contents of human mental life.
In particular, De Pascalis emphasizes the critical role of timing or phase relationships of
gamma oscillations in synchronizing or coordinating distributed neural activity. He sur-
veys a range of tools and analytical techniques available in the current signal processing
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toolbox for the analysis of phase and timing of gamma oscillations. De Pascalis presents a
wide range of studies in support of his contention that the modulation of gamma oscilla-
tions plays a key role in the (re)construction of hypnotic consciousness. He points out
the importance of largely neglected but highly reliable correlates of hypnotizability such
as proneness to perceptual illusions and the frequent occurrence of quasi-hallucinatory
distortions in everyday experience as potential paradigms for the investigation of the role
of gamma oscillations in the generation of hypnotic experience. A much broader ques-
tion hinted at by the contributions of both De Pascalis and Miltner and Weiss is the role
played by slower frequency oscillations in the coordination of gamma activity and neural
cell assembly formation. In order to specify such a role, it will be essential for contempo-
rary researchers to design studies around methods designed to represent the dynamics of
timing relationships in cortical oscillations rather than the simple presence or magnitude
of gamma in the EEG (which can be observed even in coma).

1.3 Connection and disconnection
Many of the phenomena which arise in the study of conscious states raise fundamental
questions in the philosophy of mind; what is the self, the nature of volition, the relation-
ship between phenomenal consciousness and access to output systems. Consequently the
scientific study of conscious states has developed a mutual, critical and open dialogue
with contemporary philosophers of mind. Perhaps no phenomenon in the field of hyp-
nosis is more difficult to interpret conceptually than that of the hidden observer. It has
long been observed that even in the most profoundly hallucinatory or deluded experi-
ences which arise during hypnosis, a portion of the mind appears to remain in contact
with and capable of responding to the actual reality of the person (Gill and Brenman
1959; Schilder 1921). Made famous by Ernest Hilgard and co-workers, the hidden
observer is the most dramatic example of this wider phenomenon. At the heart of the
hidden observer lies a profound dissociation between the separate and apparent self
experiencing a hypnotic suggestion (such as HA) and another apparent self able to report
their experience of the real situation (such as pain). Taken at face value, it seems to chal-
lenge the most basic assumption of the unity of conscious experience in the human sub-
ject. Philosopher of mind Tim Bayne (Chapter 6) gives careful conceptual scrutiny to the
literature on the hidden observer from Hilgard’s initial reports down to the most recent
studies and discussions. Traditionally this literature has been viewed as closely tied to the
dispute between state and non-state accounts of hypnosis. Bayne takes a fresh perspective
and analyses the evidence and arguments from the perspective of what they imply for the
unity of consciousness. He identifies three possible models of the hidden observer which
he dubs the two streams model, the zombie model and the switching model. Bayne draws
an important parallel with the interpretation of split brain studies. Ultimately he argues
that the switching model (also capable of accounting for split brain data) gives the most
parsimonious account of the hidden observer.

Jamieson and Woody (Chapter 7) agree that divided consciousness fails to provide an ade-
quate model for hypnotic dissociation and, following the lead of Ken Bowers (1990, 1992),
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seek to develop an alternative model with deep roots in Hilgard’s wider framework of a
hierarchy of cognitive subsystems coordinated at the highest level by an executive system
with both monitoring and control functions. This model understands hypnotic dissocia-
tion as resulting from a disruption in the normal processes of integration and higher
order control. Woody and Bowers (1994) proposed that rather than a dissociation
between two streams of consciousness, hypnotic dissociation consists of a dissociation in
control between the flexible and conscious executive supervisory attentional system (SAS;
Norman and Shallice 1986) and an automatic contention scheduling system. The former
was held to be mediated by anterior networks and the latter by more posterior networks,
thus dissociated control theory posits a breakdown in functional connectivity between
anterior and posterior cortical regions. Subsequent neuropsychological evidence suggests
that while important aspects of SAS functioning are compromised (Jamieson and
Sheehan 2004), hypnosis cannot be explained on the basis of rigid contention scheduling
alone or of a simple global shutdown in frontal activation or connectivity with posterior
regions. Current evidence points toward a relative disconnection between monitoring and
control functions within the SAS. Such a disconnection is instantiated as a breakdown in
feedback between dorsal ACC conflict monitoring and adaptive adjustment of task
set representations in dorsolateral prefrontal cortex (see also Egner and Raz, Chapter 3).
This conclusion supports an extension of dissociated control theory more in line with
Hilgard’s original framework and suggests that aspects of experience and control (rather
than autonomous streams of awareness) may be dissociated in hypnosis.

1.4 Methodological issues in the study of states of
consciousness
The capacity of the hypnotized person to experience suggested alterations in their sub-
jective experience of self and world, profoundly at odds with objective reality, is part of
the very essence of hypnosis (Orne 1979). Whether or not these changes in experience
should be explained as due to the existence of a fundamental alteration in conscious state
is one of the oldest questions in the field and can be traced back to at least the nineteenth
century (Spanos and Chaves 1991). However, before we can judge whether or not hypno-
sis can be explained as a state of consciousness, we must first have clear methods and
concepts for defining, describing and investigating what constitutes a state of conscious-
ness. Only then will we be in a position to consider whether hypnosis is such an altered
state of consciousness and if so to determine its specific nature. Many have declared the
state–non-state controversy decisively won (by one side or the other), a clear indication
that the debate is far from settled. Others argue that it is at best a non-issue and at worst
a useless waste of scarce research resources. Contrary to these claims, Chapters 8–11 in
particular attest to the continued vitality and relevance of states of consciousness as a
central topic within the cognitive neuroscience of hypnosis and one of wide importance
to the scientific study of consciousness.

Jamieson and Hasegawa (Chapter 8) provide an important background to the modern
debate within the hypnosis literature for those approaching it from other fields. A thorough
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familiarity with the arguments, methods and findings of this literature is essential if con-
temporary researchers are to avoid labouring simply to ‘reinvent the wheel’. Jamieson and
Hasegawa draw links between Sheehan and Perry’s (1976) model of cross-paradigm
hypnosis research and the implications of recent statements of biological naturalism
(Searle 1998, 2004) for cognitive neuroscience research. In this context, they develop Tart’s
(1983, 2000) phenomenological model of states of states of consciousness as a conceptual
framework for assessing neurophysiological methods and descriptions capable of provid-
ing informative data on brain states related to different modes of conscious functioning.

Prominent non-state theorists Steven Jay Lynn and Irving Kirsch in conjunction with
their collaborators Josh Knox and Scott Lilienfeld provide an important statement of the
modern non-state position and a valuable critique of those arguments that leap too read-
ily from evidence of neurophysiological differences to conclusions of an altered state of
consciousness (Chapter 9). As they point out, non-state theories also predict brain
changes in responding to hypnotic suggestions. For example, one of the leading non-
state accounts, response expectancy theory, can be directly related to an important
general issue within cognitive neuroscience, that of the interplay between top-down and
bottom-up processes in the emergence of coherent high level neural states linked with
the contents of conscious experience (Kirsch 2000). This can be viewed as a parallel with
Friston’s account (e.g. Friston 2002) of the role of predictive coding in the functional
integration of brain states. Indeed Friston’s development of logical models for testing
predictive coding hypotheses in functional imaging data sets provides a natural frame-
work for the elaboration and development of response expectancy-based research para-
digms in cognitive neuroscience. Lynn et al. carefully criticize the logic of inference from
existing studies and highlight the unsettled issue of what is to count as an appropriate
control condition if inferences are to be drawn (one way or another) about the presence
of a hypnotic state.

The study of functional brain networks underlying different conscious states requires
at some stage the employment of phenomenological self-report measures which can
identify individual differences in the organization of conscious experience across various
experimental (e.g. hypnotic and non-hypnotic) conditions. Pekala and Kumar (Chapter 10)
detail the development of an instrument, the Phenomenology of Consciousness
Inventory (PCI), capable of assessing core elements in Tart’s model of states of con-
sciousness, which they have applied extensively in hypnosis research. This instrument is a
53-item questionnaire which asks untrained observers to make retrospective quantitative
ratings of 12 major and 14 minor dimensions of their experience in a short prior experi-
mental interval. A similar approach in PET applied to studies has identified distinct cor-
tical and subcortical networks modulating the experience of relaxation and absorption in
hypnotized subjects (Rainville and Price 2003). Pekala and Kumar provide specific and
easy to apply methods for the quantitative assessment of differences in intensity and dif-
ferent patterns of relationship between subsystems of consciousness across different
experimental conditions. One finding from this method of immediate importance for
cognitive researchers of hypnosis and conscious states is that discrete clusters of associa-
tion between conscious subsystems can be identified amongst (and within) high,
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medium and low hypnotically susceptible individuals in hypnosis, i.e. hypnosis may cor-
respond not to one but to several distinct patterns of conscious organization, even
amongst those of the same susceptibility level. Investigation of the networks of func-
tional connectivity associated with these distinct ‘trance typology profiles’ should now be
an immediate priority for cognitive neuroscience researchers.

Just as PET and fMRI investigators have focused on identifying networks of functional
connectivity associated with hypnosis, so do Adrian Burgess (Chapter 11) and other EEG
researchers (e.g. Miltner and Weiss, Chapter 4; De Pascalis, Chapter 5) focus on describ-
ing and assessing the characteristic dynamics of these systems as revealed in cortical
oscillations beyond the temporal resolution of current imaging technology. Burgess does
not take sides in the state–non-state debate, but instead asks how we could identify such a
state if it were present. He carefully surveys previous approaches and identifies important
weaknesses in their logic. A range of alternative methods derived from recent applica-
tions of advances in signal processing to EEG analysis are introduced and their potential
application to questions regarding conscious states is explored. Burgess makes important
practical suggestions as to how these techniques can be applied to hypnosis data and
what general form these results may be expected to take under state and non-state models,
respectively. One potential weakness in Burgess’s approach, associated with the poor spatial
resolution of EEG, is its relative neglect of the specific neuroanatomical foci comprising
functional networks. As Jamieson and Hasegawa argue in Chapter 8, a convergent inquiry
between EEG and neuroimaging researchers is most probably called for in this case.

1.5 Psychobiology of trance experience
As many contributors to the present volume have observed, hypnotizabilty is a stable
trait of adults, and phenomena similar to hypnosis may be observed in all cultures. Bill
Ray (Chapter 12) reviews evidence that demonstrates a genetic basis for hypnotic suscep-
tibility. Ray argues that as a genetically rooted and species-wide attribute, hypnosis must
have its origins in the evolutionary, neurobiological and developmental history of
human behaviour. He views successive waves of brain–behaviour evolution as a process
of growing internalization and flexibility of control each requiring additional layers of
neural regulation and circuitry. Ray asks us to consider which level in this multilayered
system regulates the expression of hypnotic phenomena. He argues that it is the level of
affective, and in particular attachment-related, limbic structures and their consequent
pattern of interaction with higher cortical structures. The ACC is argued by Ray to be the
primary anatomical focus of networks regulating attachment-related patterns of affect,
behaviour and cognition. Ray proposes that the EEG theta rhythm, which is often
observed to be stronger in some hypnotic conditions, may be the common mechanism
whereby the ACC regulates its interaction with other cortical structures (Ray and Tucker
2003). If he is correct, then the new tools for assessing the dynamics of phase and timing
relationships (described by Burgess, Chapter 11) in the theta rhythm between various
ACC and other cortical sources will play an essential role in future research to test or
develop his general framework.
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Whilst Woody and Bowers (1994) focused previously on the experience of non-volition
as a core feature of the phenomenology of hypnosis, another core feature of hypnotic
phenomenology is the distortion in ‘feelings of knowing’ what is real and what is not.
Orne’s (1959) real-simulating paradigm identifies ‘trance logic’ (tolerance of logical
incongruity) and delusion as part of the essence of hypnosis, and Sheehan and
McConkey’s (1982) work with the experiential analysis technique confirms the complex
ways in which the awareness of reality is interwoven with hypnotic responses which at the
same time deny aspects of that reality. Woody and Szechtman (Chapter 13) examine the
role of the affective and motivational component of these epistemic states, not simply
their propositional (cognitive) content, in producing hypnotic responses. This unique
motivational quality of hypnotic responsiveness, termed rapport, was widely recognized
in the earlier hypnosis literature (Shor 1979) but has dropped from view in recent times
in exclusively cognitive research paradigms. Woody and Szechtman correct this omission
by placing these feeling states in a cognitive and affective neuroscience context. Their
approach further highlights the intrinsic interpersonal context of such feeling states. This
perspective is closely related to but extends many of the elements in the framework pro-
posed by Ray (Chapter 12).

Hypnosis itself is an example of a wider human capacity to experience temporary,
but profound, alterations in conscious experience which are personally and socially
valued. This capacity is directly reflected in the psychological trait labelled ‘absorption’
(Tellegen and Atkinson 1974). This trait was originally discovered in the search for
personality correlates of hypnotizability and has been conceptualized by its discoverer
Tellegen (1981) as a predisposition, in appropriate circumstances, to surrender what
he terms an ‘instrumental’ mental set for a radical restructuring of the experience of self
and world that he terms an ‘experiential’ mental set. Growing evidence suggests that
absorption is an important trait in mediating the success of differing psychological
interventions in the self-regulation of internal psychophysiological states (Jamieson
2005). In Chapter 14, Ulrich Ott outlines the contemporary research for the psychobio-
logical roots of the trait absorption and the accompanying capacity for a socially
important group of altered states of experience. Ott’s chapter starts with a detailed
description of the Tellegen Absorption Scale and other questionnaires that include simi-
lar factors such as the scale ‘Self-transcendence’ from Cloninger’s Temperament and
Character Inventory, which is frequently used in biologically oriented personality
research. Studies of heritability show approximately 40 per cent of this personality trait
to be genetically determined. Ott’s own psychophysiological research identifies absorp-
tion-related individual differences in autonomic sensitivity and the ability selectively to
inhibit some aspects of cortical processing. He presents a theory of the brain mechanisms
underpinning states of absorption which links the dynamic nature of the psychological
procedures used to induce many absorption-related states with the role of central brain
structures and neurotransmitters so far found to be involved. In conclusion, he sets out a
detailed programme for future research including genetic analyses of neurotransmitter-
related polymorphisms (already underway), a training-based approach studying the
plasticity of absorption capacity (e.g. long-term studies of training in concentrative
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meditation) and a self-regulation approach based on specific EEG and fMRI biofeedback
protocols.

A robust and reliable but relatively neglected finding from the study of hypnotic
consciousness is the retrospective shortening of the estimated duration of events which
occurred in the hypnotic session. Peter Naish (Chapter 15) considers several explanations
for this important empirical finding. According to the logic of Orne’s (1979) real-simulating
paradigm, the ‘essence’ of hypnosis is to be found in those aspects of hypnotic phenom-
ena which remain when other elements which can potentially be explained by ‘ordinary’
social psychological processes are stripped away. Attempts to identify this essence have
found that most overt behavioural responses to hypnotic suggestions can also be pro-
duced by simulators. Instead the key differences that have been observed between real
and simulating subjects are found to occur largely at the level of subjective experience. It
is therefore a very important result that retrospective time shortening is not reported by
simulators. This leads Naish to propose that subjective ‘time shortening’ may be a feature
of the ‘essence’ long sought by Orne. Naish’s presents recent findings from his own work
on retro- and pro-spective time estimation which support the conclusion that an internal
clock mechanism runs slow during hypnosis. His results demonstrate that, when calcu-
lated appropriately, there is a correlation between hypnotic susceptibility and the rate of
time slowing during hypnosis. Naish identifies that the ticking of the internal clock cor-
responds to successive states of Jeffrey Gray’s (1995) comparator system for monitoring
the match or mismatch between predicted and actual states in the interplay between
neural systems and the world. In Gray’s model, these states also correspond to successive
moments of conscious experience. Naish hypothesizes that in highly susceptible individ-
uals hypnosis disrupts the operation of this monitoring and prediction circuitry (in
which the ACC plays a critical role), leading to a breakdown in reality checking which
leads to a lower ‘tick rate’ in the cycle of conscious moments. Naish concludes that
hypnosis is indeed an altered state of consciousness in which ‘time is of the essence’.

Zoltan Dienes and Josef Perner (Chapter 16) approach hypnosis as a case study in the
application of the Higher Order Thought (HOT) theory of consciousness recently devel-
oped by Rosenthal (2002). They argue that hypnosis is an example of a highly novel pre-
diction from their hierarchy of explicit knowledge developed from the HOT theory
(Dienes and Perner 1999), i.e. the theoretical possibility of using unconscious executive
control. They dub this the cold control theory of hypnosis, according to which hypnotic
responses are generated by executive control without conscious intentions. They show
that the cold control theory can account for why some hypnotic tasks are more difficult
than others, the existence of individual differences in hypnotizability and the effects of
expectation in hypnosis. Cold control theory is located in a wider conceptual framework
which allows it to be compared with other possible theories of hypnotic responding.
Amongst these are ‘empty heat’ (HOTs without first order states) and multiple selves
(based on different ‘I’ representations). An important omission, however, is a testable
model of how HOTs are implemented in the brain. It is clear that higher order monitor-
ing and re-entrant feedback loops must be involved and that a disconnection in this
network can alter the dynamics of the system. Arguably these general features are held in
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common by some of the more specific models presented in other chapters. This observa-
tion may provide grounds for a future rapprochement between cold control theory and
some of these other theories in the field. According to HOT theory, activity in these
networks must provide the basis for the neural correlates of consciousness. As with other
contributions to this volume, Dienes and Perner demonstrate the fruitful interplay that is
now emerging between hypnosis research and the science of conscious states.
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Chapter 2

Hypnotic regulation of consciousness
and the pain neuromatrix

Mélanie Boly, Marie-Elisabeth Faymonville, 
Brent A Vogt, Pierre Maquet, and Steven Laureys

2.1 Introduction
Since mankind’s early history, hypnosis has been used as a therapeutic tool (De Betz and
Sunnen 1985). Scientific papers have aimed to demonstrate its efficacy in the treatment of
pain, gastrointestinal and dermatological pathologies, depression, anxiety, stress and habit
disorders, to name but a few. Unfortunately, there is not a generally accepted definition of
hypnosis. For many authors, it is seen as a state of focused attention, concentration and
inner absorption with a relative suspension of peripheral awareness. We have all experi-
enced similar states many times but do not usually call it hypnosis (e.g. being so absorbed
in thought while doing something that we fail to notice what is happening around us).
The Executive Committee of the American Psychological Association-Division of
Psychological Hypnosis (1994) has constructed a definition from the multiplicity of
positions of a number of researchers advocating differing theoretical perspectives. Their
definition regards hypnosis as ‘a procedure during which a health professional or
researcher suggests that a patient or subject experience changes in sensations, perceptions,
thoughts, or behaviour …’. The hypnotic context is generally established by an induction
procedure. Most hypnotic inductions include suggestions for relaxation. Our group then
uses instructions to imagine or think about pleasant autobiographical experiences.

Hypnosis has three main components: absorption; dissociation; and suggestibility
(Spiegel 1991). Absorption is the tendency to become fully involved in a perceptual, imag-
inative or ideational experience. Subjects prone to this type of cognition are more highly
hypnotizable than others who never fully engage in such experience (Hilgard et al. 1963).
Dissociation is the mental separation of components of behaviour that would ordinarily
be processed together (e.g. the dream-like state of being both actor and observer when
re-experiencing autobiographical memories). This may also involve a sense of involun-
tariness in motor functions or unusual discontinuities in the sensations of one part of the
body compared with another. Suggestibility is the tendency to respond positively to hypnotic
instructions. This represents not a loss of will but rather a suspension of critical judgement
possibly because of the intense absorption of the hypnotic state. Hypnosis makes it easier
to experience suggested events or memories as subjectively real. However, some element of
the person continues to remain in contact with reality. Contrary to some depictions of



hypnosis in the media, hypnotized subjects do not lose complete control over their
behaviour. They typically remain aware of who they are and where they are, and, unless
amnesia has been specifically suggested, they usually remember what transpired during
the hypnotic state.

Since 1992, the University Hospital of Liège has used the anti-nociceptive effects of
hypnosis routinely in more than 4000 surgical procedures such as thyroid and parathy-
roid surgery (Meurisse, et al. 1996, 1999a, b; Defechereux et al. 1998, 1999, 2000), plastic
surgery (Faymonville et al. 1994, 1995, 1997, 1999) and peri-dressing change pain and
anxiety in severely burned patients (Frenay et al. 2001). In patients undergoing surgery,
hypnosis combined with local anaesthesia and minimal conscious sedation (a technique
Faymonville et al. termed ‘hypnosedation’) is associated with improved intraoperative
patient comfort and with reduced anxiety, pain, intraoperative requirements for
anxiolytic and analgesic drugs, optimal surgical conditions and a faster recovery of the
patient (for a review, see Faymonville et al. 1998). The effectiveness of incorporating
hypnosis in clinical interventions has also gained positive empirical support in anxiety,
depression, trauma, weight loss and eating disorders (Lynn et al. 2000).

In addition to its use in clinical settings, hypnosis can be used in scientific research,
with the goal of learning more about the nature of hypnosis itself, as well as its impact on
sensation, perception, learning and memory. The rapid, non-pathological and reversible
changes in conscious awareness and cognitive processing encountered in hypnosis
provide an intriguing domain as well as a largely unexploited tool in cognitive neuro-
science (Raz et al. 2002). For instance, hypnotic manipulation of subjective experience, in
conjunction with neuroimaging techniques, can help dissociate the neural basis of
sensory and cognitive processes (Rainville et al. 1997; Halligan et al. 2000). Recent studies
have also investigated the effect of hypnotic induction on various cognitive tasks such as
Stroop interference (Egner et al. 2005; Raz et al. 2005) and cognitive control (Egner et al.
2005). However, as its acceptance by the scientific community remains limited, to date,
the neural correlates of the hypnotic state remain poorly understood.

One field where the efficacy of hypnosis has been the most extensively evaluated and
validated is pain control. In the present chapter, we will first try to define hypnosis,
describe the hypnotic procedure and then review positron emission tomography (PET)
studies led by Faymonville et al. on hypnosis in a cohort of highly hypnotizable healthy
volunteers. We will do so in three steps, discussing (1) changes in regional brain function;
(2) modulation of pain perception; and (3) increases in cerebral functional connectivity.
Finally, we will discuss some preliminary results obtained by Boly et al. using an event-
related functional magnetic resonance imaging (fMRI) paradigm to study the mecha-
nisms of the antinociceptive effect of hypnosis at the single-subject level.

2.2 Functional neuroanatomy of the hypnotic state
Maquet et al. (1999) explored the underlying brain mechanisms of hypnosis in a cohort
of healthy volunteers by determining the distribution of regional cerebral blood flow
(rCBF), taken as an index of local neuronal activity, by use of the H2

15O technique.
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For this study, the hypnotic procedure employed was similar to the one used in their
clinical routines (Faymonville et al. 1995, 1997, 1999; Meurisse et al. 1999b). Hypnosis
was induced using eye fixation, a 3 min muscle relaxation procedure, and permissive and
indirect suggestions. Subjects were invited to re-experience very pleasant autobiographi-
cal memories. As in clinical conditions, they were continuously given cues for maintain-
ing and deepening the hypnotic state. Just before scanning, subjects confirmed by a small
foot movement that they were experiencing hypnosis. Oculographic recording showed
roving eye movements sometimes intermingled with few saccades. This pattern of eye
movements, in conjunction with the subject’s behaviour, was used to differentiate hyp-
nosis from other states. Electroencephalographic, electromyographic and oculographic
recordings confirmed that no sleep occurred during the experimental session. Because
the induction and maintenance of the hypnotic procedure relies on revivification of
pleasant autobiographical memories, the most comparable control task was the evoca-
tion of autobiographical recall, in a state of normal alertness. To understand better the
contrast with hypnosis, Maquet et al. first investigated this control condition. The results
showed that listening to autobiographical material activates the anterior part of both
temporal lobes, basal forebrain structures and some left mesiotemporal areas (Fig. 2.1).
This pattern is in agreement with previous studies on autobiographical memory
(Fink et al. 1996).

During hypnosis, compared with the control task, a vast network of activation was
observed that involved occipital, parietal, precentral, prefrontal and cingulate cortices
(Fig. 2.1). The hypnotic state seems to rely on cerebral processes different from simple
evocation of episodic memory and is related to the activation of sensory and motor
cortical areas, as known to occur during real perceptions or motor acts. In this respect,
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Fig. 2.1 Brain areas where regional cerebral blood flow (rCBF) is increased during hypnosis
compared with mental imaging of autobiographical memories (control distraction task) (left)
and brain areas where rCBF is increased during the mental imaging of autobiographical
memories compared with the resting state (right). VAC and VPC identify anterior and posterior
commissural planes, respectively. (Adapted with permission from Maquet et al. 1999.)
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hypnosis is reminiscent of mental imagery (Kosslyn et al. 2001). Hypnotic imagery was
polymodal. Although subjects predominantly reported visual impressions, somaesthetic
and olfactory perceptions were also mentioned. Numerous motor images also appeared
in the hypnotic experience of these subjects. In contrast, none of the subjects reported
positive autobiographical auditory images. When sounds were reported, they came from
the actual experimental environment (mainly, the experimenter’s voice). The visual con-
tent of mental imagery is consistent with the activation observed in occipital areas. More
anteriorly, the activation of precentral and premotor cortices is similar to that observed
during motor imagery (Decety 1996), which could also have involved the observed pari-
etal activation. The activation of ventrolateral prefrontal cortex has been reported in
mental imagery tasks and is thought to be involved in the representation of task sets
which elicit the construction of the mental image and in the maintenance of the imagery
in working memory. Finally the activation in the midcingulate cortex (MCC) is closely
related to the attentional effort necessary for the subject to generate mental imagery and
hypnosis internally in the PET scan environment.

Prominent decreased activity during hypnosis relative to the alert state was observed in
the medial parietal cortex (i.e. the precuneus). This area is hypothesized to be involved in
the representation (monitoring) of the world around us (Gusnard and Raichle 2001).
Indeed, the precuneus shows the highest level of glucose use (the primary fuel for the
brain’s energy metabolism) of any area of the cerebral cortex in the so-called ‘conscious
resting state’. However it is known to show decreases from this baseline during the
performance of goal-directed actions. Evidence indicates that the functions to which this
region of the cerebral cortex contributes include those concerned with both orientation
within, and interpretation of, the environment (Vogt and Laureys 2005). Interestingly,
the precuneus is one of the most dysfunctional brain regions in states of unconsciousness
or altered consciousness such as coma or the vegetative state (Laureys 2005), general
anaesthesia (Alkire and Miller 2005), slow wave and rapid eye movement (REM) sleep
(Maquet 2000), amnesia (Aupee et al. 2001) and dementia (Matsuda 2001), suggesting that
it is part of the critical neural network subserving conscious experience (Baars et al. 2003).

It remains an open question whether there is a well-determined physiological correlate
of hypnosis in general, following an induction procedure and in the absence of any
further specific suggestions because subjects can have a wide variety of experiences while
they are in a hypnotic state. While the study of Maquet et al. (1999) found that their hyp-
nosis procedure generated widespread activation of occipital, parietal, precentral, premo-
tor and ventrolateral prefrontal cortex in the left hemisphere, and the occipital and MCC
of the right hemisphere, another PET study by Rainville et al. (1999) reported more
restricted hypnosis-related activation mainly in the occipital cortex; importantly both
studies reported deactivation in the precuneus. As is so often the case in neuroimaging
experiments, the difference in results may be due to differences in control conditions.
While Rainville et al. (1999) asked their hypnotized subjects simply to relax, Maquet et al.
(1999) asked the subjects to review a pleasant life experience. Although the concept of
‘neutral’ hypnosis has had its proponents (Kihlstrom and Edmonston 1971), in subjec-
tive terms this state might differ little from eyes-closed relaxation (Edmonston 1977)
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which bears little resemblance to the profound dissociative and hallucinatory experiences
associated with specific hypnotic suggestions. As for the study of the relationship
between cerebral activity during REM sleep and subsequent subjective data given by sub-
jects awakened when dreaming (Maquet et al. 2005), some authors consider it unlikely
that studying subjects who are merely in ‘neutral hypnosis’, and not responding to partic-
ular hypnotic suggestions, will tell us much about the neural correlates of hypnosis.
Hence, because the experiences of hypnotic subjects are so varied, a more fruitful tack
will probably involve imaging subjects while they are responding to particular hypnotic
suggestions.

2.3 Hypnosis-induced analgesia
Pain is a multidimensional experience encompassing sensory-discriminative, affective-
emotional, cognitive and behavioural dimensions. Its cerebral correlate is best described
in terms of neural circuits or networks, referred to as the ‘neuromatrix’ for pain process-
ing, and not as a localized ‘pain centre’ (Jones et al. 1991; Miltner and Weiss, Chapter 4).
We have previously shown the effectiveness of hypnosis in producing analgesia in two
large clinical studies. A retrospective study first showed that hypnosis as an adjunct pro-
cedure to conscious intravenous sedation provides significant peri-operative pain and
anxiety relief. These benefits were obtained despite a significant reduction in drug
requirements (Faymonville et al. 1995). A prospective randomized study confirmed these
observations (Faymonville et al. 1997).

Faymonville et al. (2000) explored the brain mechanisms underlying the modulation
of pain perception, proper to a validated clinical hypnotic protocol. During this proce-
dure, hypnotized healthy volunteers and patients were invited to re-experience pleasant
life episodes, without any reference to their pain perception. This technique lowered both
the unpleasantness (i.e. affective component) and the perceived intensity (i.e. sensory
component) of the noxious stimuli (Faymonville et al. 1997, 2000). Hypnosis decreased
both components of pain perception by approximately 50 per cent compared with the
resting state and by approximately 40 per cent compared with a distraction task (mental
imagery of autobiographical events).

Our group and others (Rainville et al. 1997, 1999; Faymonville, et al. 2000 have shown
that this modulatory effect of hypnosis is mediated by the MCC, in the ventral part
named area 24′a. Indeed, the reduction of pain perception correlated with MCC activity
distinctively in the context of hypnosis, compared with mental imagery and a resting
state (Fig. 2.2). Other evidence for the involvement of the MCC during hypnosis comes
from a recent study comparing different cognitive tasks in healthy volunteers. In this
study, Egner et al. (2005) showed a hypnosis-induced modulation of conflict-related
activity, known to involve the MCC, but not of cognitive control-related activity, depend-
ent on prefrontal involvement. The anterior cingulate cortex (ACC) and MCC are func-
tionally very heterogeneous regions thought to regulate the interaction between
cognition, sensory perception and motor control in relation to changes in attentional,
motivational and emotional states (Devinsky et al. 1995). The MCC that was shown to be
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activated in the study of Faymonville et al. has been related to pain perception, whereas
the more anterior portions of the MCC are involved in attention-demanding tasks
(Derbyshire et al. 1998). The location of MCC activation in this study was also more ven-
tral and more posterior than the cingulate area reported to be associated with awareness
of non-painful somatosensory stimuli (Buchel et al. 2002a). Anatomically speaking, the
MCC is in a critical position to receive both the sensory noxious aspects from the
somatosensory areas and insula, and the affective component of pain perception,
encoded in the amygdaloid complexes and pregenual ACC.

Using a psychophysiological interaction analysis, assessing changes in cerebral func-
tional connectivity, it was shown that the MCC [which mediates the hypnosis-induced
reduction of pain perception (Rainville, et al. 1997, 1999; Faymonville et al. 2000)]
increased its modulation of a large neural network of cortical and subcortical structures
known to be involved in different aspects of pain processing, encompassing prefrontal,
insular and pregenual cortices, pre-supplementary motor area (SMA), thalami, striatum
and brainstem (Fig. 2.3). These findings reinforce the idea that not only pharmacological
but also psychological strategies for relieving pain can modulate the interconnected net-
work of cortical and subcortical regions that participate in the processing of noxious
stimuli. The observed hypnosis-induced changes in connectivity between MCC and pre-
frontal areas may indicate a modification in distributed associative processes of cognitive
appraisal, attention or memory of perceived noxious stimuli. Frontal increases in rCBF
have previously been demonstrated in the hypnotic state (Maquet et al. 1999; Rainville
et al. 1999; Faymonville et al. 2000). Frontal activation has also been reported in a series
of studies on experimental pain, but the precise role of these regions in the central
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Fig. 2.2 (A) Brain area in which neural activity correlates with pain sensation ratings, in the
specific context of hypnosis: the ventral part of the midcingulate cortex (area 24’a) shown in
black on a 3D rendered spatially normalized MRI. (B) Plot of changes in pain perception ratings
versus changes in adjusted blood flow in the midcingulate cortex, Note the difference (P < 0.05)
in regression slopes between hypnosis (dots) and control conditions (circles). (Adapted with
permission from Faymonville et al. 2000.)
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processing of pain remains to be elucidated (Treede et al. 1999). The MCC also has a
major role in motor function (Dum and Strick 1991). Its increased functional relation-
ships with pre-SMA and striatum during hypnosis may allow the MCC to organize the
most appropriate behavioural response, taking into account the affective component 
of pain perception. Indeed, the basal ganglia encode and initiate basic movement pat-
terns expressed through premotor and primary motor areas, and show frequent activa-
tion to noxious stimuli (Jones et al. 1991; Coghill et al. 1994; Derbyshire et al. 1997,
1998). The basal ganglia are not exclusively linked to motor function but have also been
proposed to support a basic attentional mechanism facilitating the calling up of motor
programmes and thoughts (Brown and Marsden 1998). The insular cortex and the MCC
are known to show the most consistent activation in functional imaging studies on pain
perception. The insula is thought to take an intermediate position between the lateral
(sensory-discriminative) and medial (affective-emotional) pain systems. It receives
major input from the somatosensory system (Mesulam and Mufson 1982), has direct
thalamocortical nociceptive input (Craig et al. 1994) and, through its projections to the
amygdala, has been implicated in affective and emotional processes (Augustine 1996).
Our observation of an increased midcingulate–insular modulation during hypnosis is in
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Fig. 2.3 Regions that showed hypnosis-related increased funtional connectivity with midcingulate
cortex: left insula (1), right insula (2), perigenual cortex (3), pre-supplementary motor cortex (4),
superior frontal gyrus (5), right thalamus (6), right caudate nucleus (7) and midbrain/brainstem (8).
(Adapted with permission from Faymonville et al. 2003.)



line with its proposed role in pain affect (Rainville et al. 1999) and pain intensity coding
(Craig et al. 2000). In the ‘somatic marker’ hypothesis of consciousness (Damasio 1994),
the right insular cortex has been hypothesized to be involved in the generation of a men-
tal image of somatic physiological states which underlies the attribution of emotional
valences to external and internal stimuli. The observed increases in functional connectiv-
ity between the MCC and the thalamus and midbrain during hypnosis could be related
to pain-relevant arousal or attention (Kinomura et al. 1996). Activation in the thalamus
has recently been shown to correlate with pain threshold, whereas activation of the mid-
brain correlated with pain intensity (Tolle et al. 1999). It is tempting to hypothesize a
hypnosis-related subcortical gating on cortical activation that underlies the observed
decreased subjective pain perception. Previous studies have shown that different forms of
defensive or emotional reactions, analgesia and autonomic regulation are represented in
different regions of the midbrain’s periaqueductal grey (Bandler and Shipley 1994). The
perigenual cortex, insula and thalamus are also known to be implicated in autonomic
regulation (Augustine 1996; Bandler and Shipley 1994). The observed modulatory role of
the MCC on this network could explain the clinical finding that patients undergoing sur-
gery during the hypnotic state show modified autonomic responses and fewer defensive
reactions in response to an aversive encounter (Faymonville et al. 1997).

2.4 Functional magnetic resonance imaging in hypnosis
Recently, Boly et al. (2006) used fMRI to study the antinociceptive effect of hypnosis on
pain processing. Event-related fMRI permits a more precise behavioural assessment, by
allowing subjects to report their sensation immediately after each stimulus. fMRI also
offers a more precise temporal and spatial resolution, and allows us to perform analyses
at the single-subject level.

Our study used 3 Tesla fMRI to study the effect of hypnosis on thulium-YAG laser-
induced pain in volunteers. Thulium-YAG lasers emit near-infrared radiation with a
penetration depth of 360 µm into the human skin. The laser stimulation allows precise
restriction of the emitted heat energy to the termination area of primary nociceptive
afferents without damaging the epidermis or affecting the subcutaneous tissue (Spiegel et al.
2000). Additionally, the temperature rise in the superficial skin is fast enough to elicit
activation of thinly myelinated Aδ- and unmyelinated C nociceptors (Buchel et al.
2002b). In this experiment, subjects underwent two separate counterbalanced fMRI ses-
sions, one in the normal state, and one under hypnosis, in a parametric event-related
design (Boly et al. 2005). During each session, 200 laser stimuli with intensities ranging
from 300 to 600 mJ were administered on the dorsum of the subjects’ left hand. After
each stimulus, subjects rated their sensations as P0, no stimulus perceived; P1, warm,
non-painful; P2, very mild pinprick, painful; P3, pain comparable with that evoked by a
pulled hair; P4, painful sensation more important than that evoked by a pulled hair.
Because of fMRI continuous background noise, the hypnotic procedure could not be
continued throughout functional imaging acquisition. Subjects were instructed to inter-
rupt the experiment if ever they returned to the normal awake state. Sleep was excluded
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by the presence of subjects’ motor responses in the context of continuous pain score
monitoring during the experiment. Individual analysis compared activation induced
by laser stimulation in the normal state and in the hypnotic state, for the same intensity
of stimulation. Preliminary results show that a significant difference in sensation was
found between the normal state and the hypnotic state for the painful intensity range of
stimulation, but not for the sensorial (non-painful) range of intensity (Boly et al. 2006).
Figure 2.4 shows a representative subject’s brain activation in response to intensity-
matched laser stimulati, in normal and hypnotic states. In the normal state (Fig. 2.4A),
high intensity (painful) compared with low intensity (non-painful) stimuli activated
bilateral thalamus, primary somatosensory cortices, insula and MCC (i.e., the pain
matrix). In the hypnotic state (Fig. 2.4B), high intensity stimuli only activated primary
somatosensory cortex, confirming the dramatic differences in brain processing of
noxious stimuli induced by hypnotic induction.

2.5 Concluding remarks
Hypnosis can be seen as a particular cerebral waking state where the subject, seemingly
somnolent, experiences a vivid, multimodal, coherent, memory-based mental imagery
that invades and fills the subject’s consciousness. The pattern of cerebral activation,
measured by means of H2

15O-PET, during the hypnotic state, differs from that induced
by simple mental imagery. The reduced nociception during hypnosis is mediated by an
increased functional connectivity between the MCC and insular, pregenual, frontal and
pre-SMA regions, as well as the brainstem, thalamus and basal ganglia. These findings
point to a critical role for the MCC in hypnosis-related alteration of sensory, affective,
cognitive and behavioural aspects of nociception. Preliminary fMRI results also show
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Fig. 2.4 Functional MRI results of an individual healthy volunteer showing dramatic differences in
brain activity between normal and hypnotic states in response to intensity-matched noxious
thulium-YAG laser stimuli. (A) In the normal awake state, presentation of noxious stimuli
activates a large set of areas of the so-called ‘pain matrix’, including primary somatosensory
cortex, insula, midcingulate cortex and fronto-parietal association cortices. (B) In the hypnotic
state, the same stimuli only lead to activation of primary somatosensory cortex. The results are
displayed at a threshold of P < 0.001 uncorrected. Please refer to Plate 1 for a colour version of
this figure.

(A) (B)



that the hypnotic state can induce dramatic differences in brain processing of nociceptive
stimuli, compared with the normal awake state. These results reinforce the idea that not
only pharmacological but also psychological strategies for relieving pain can modulate
the interconnected network of cortical and subcortical regions that participate in the
processing of painful stimuli.

Acknowledgements
M.B., S.L. and P.M. are, respectively, Research fellow, Research Associate and Research
Director at the Belgian ‘Fonds National de la Recherche Scientifique’ (FNRS).

References
Alkire MT and Miller J (2005). General anesthesia and the neural correlates of consciousness. Progress

in Brain Research, 150, 229–44.

Augustine JR (1996). Circuitry and functional aspects of the insular lobe in primates including humans.
Brain Research and Brain Research Reviews, 22, 229–44.

Aupee AM, Desgranges B, Eustache F, Lalevee C, de la Sayette V, Viader F and Baron JC (2001).
Voxel-based mapping of brain hypometabolism in permanent amnesia with PET. Neuroimage,
13, 1164–73.

Baars BJ, Ramsoy TZ and Laureys S (2003). Brain, conscious experience and the observing self. Trends
in Neuroscience, 26, 671–5.

Bandler R and Shipley MT (1994). Columnar organization in the midbrain periaqueductal gray:
modules for emotional expression? Trends in Neuroscience, 17, 379–89.

Boly M, Balteau E, Peigneux P, Faymonville ME, Schnakers C, Degueldre C, et al. (2005). BOLD
response relates to single-trial thulium-YAG laser sensory-discriminative and pain processing
without requiring subjects’ subjective report. Toronto, Canada. NeuroImage supplement on CD-ROM.

Boly M, Balteau E, Schnakers C, Kupers R, Ngawa M, Moonen G, et al. (2006). Hypnosis-induced
analgesia: an event-related thulium-YAG laser fMRI study. Human Brain Mapping 12th Annual
Meeting. 11–15 June 2006, Florence. Neuroimage, 31, Supplement 1.

Brown P and Marsden CD (1998). What do the basal ganglia do? Lancet, 351, 1801–4.

Buchel C, Bornhovd K, Quante M, Glauche V, Bromm B and Weiller C (2002a). Dissociable neural
responses related to pain intensity, stimulus intensity, and stimulus awareness within the anterior
cingulate cortex: a parametric single-trial laser functional magnetic resonance imaging study.
Journal of Neuroscience, 22, 970–6.

Buchel C, Bornhovd K, Quante M, Glauche V, Bromm B and Weiller C (2002b). Dissociable neural
responses related to pain intensity, stimulus intensity, and stimulus awareness within the anterior
cingulate cortex: a parametric single-trial laser functional magnetic resonance imaging study.
Journal of Neuroscience, 22, 970–6.

Coghill RC, Talbot JD, Evans AC, Meyer E, Gjedde A, Bushnell MC, et al. (1994). Distributed processing
of pain and vibration by the human brain. Journal of Neuroscience, 14, 4095–108.

Craig AD, Bushnell MC, Zhang ET and Blomqvist A (1994). A thalamic nucleus specific for pain and
temperature sensation. Nature, 372, 770–3.

Craig AD, Chen K, Bandy D and Reiman EM (2000). Thermosensory activation of insular cortex.
Nature Neuroscience, 3, 184–90.

Damasio AR (1994). Descartes’ error: emotion, reason, and the human brain. New York, G.P. Putnam.

De Betz B and Sunnen G (1985). A primer of clinical hypnosis. Littleton, MA, PSG Publishing.

Decety J (1996). Neural representations for action. Reviews of Neuroscience, 7, 285–97.

HYPNOTIC REGULATION OF CONSCIOUSNESS AND THE PAIN NEUROMATRIX24



Defechereux T, Degauque C, Fumal I, Faymonville ME, Joris J, Hamoir E, et al. (2000). Hypnosedation,
a new method of anesthesia for cervical endocrine surgery. Prospective randomized study. Annals de
Chirurgie, 125, 539–46.

Defechereux T, Faymonville ME, Joris J, Hamoir E, Moscato A and Meurisse M (1998). Surgery under
hypnosedation. A new therapeutic approach to hyperparathyroidism. Annales de Chirurgie,
52, 439–43.

Defechereux T, Meurisse M, Hamoir E, Gollogly L, Joris J and Faymonville ME (1999).
Hypnoanesthesia for endocrine cervical surgery: a statement of practice. Journal of Alternative and
Complementary Medicine, 5, 509–20.

Derbyshire SW, Jones AK, Gyulai F, Clark S, Townsend D and Firestone LL (1997). Pain processing
during three levels of noxious stimulation produces differential patterns of central activity. Pain,
73, 431–45.

Derbyshire SW, Vogt BA and Jones AK (1998). Pain and Stroop interference tasks activate separate
processing modules in anterior cingulate cortex. Experimental Brain Research, 118, 52–60.

Devinsky O, Morrell MJ and Vogt BA (1995). Contributions of anterior cingulate cortex to behaviour.
Brain, 118, 279–306.

Dum RP and Strick PL (1991). The origin of corticospinal projections from the premotor areas in the
frontal lobe. Journal of Neuroscience, 11, 667–89.

Edmonston WE, Jr (1977). Neutral hypnosis as relaxation. American Journal of Clinical Hypnosis,
20, 69–75.

Egner T, Jamieson G and Gruzelier J (2005). Hypnosis decouples cognitive control from conflict
monitoring processes of the frontal lobe. Neuroimage, 27, 969–78.

Faymonville ME, Fissette J, Mambourg PH, Delchambre A and Lamy M (1994). Hypnosis, hypnotic
sedation. Current concepts and their application in plastic surgery]. Revue Médicale de Liège,
49, 13–22.

Faymonville ME, Fissette J, Mambourg PH, Roediger L, Joris J and Lamy M (1995). Hypnosis as
adjunct therapy in conscious sedation for plastic surgery. Regional Anesthesia, 20, 145–51.

Faymonville ME, Mambourg PH, Joris J, Vrijens B, Fissette J, Albert A, et al. (1997). Psychological
approaches during conscious sedation. Hypnosis versus stress reducing strategies: a prospective ran-
domized study. Pain, 73, 361–7.

Faymonville ME, Defechereux T, Joris J, Adant JP, Hamoir E and Meurisse M (1998). Hypnosis and its
application in surgery. Revue Médicale de Liège, 53, 414–8.

Faymonville ME, Meurisse M and Fissette J (1999). Hypnosedation: a valuable alternative to traditional
anaesthetic techniques. Acta Chirugica Belgica, 99, 141–6.

Faymonville ME, Laureys S, Degueldre C, DelFiore G, Luxen A, Franck G, et al. (2000). Neural mecha-
nisms of antinociceptive effects of hypnosis. Anesthesiology, 92, 1257–67.

Faymonville ME, Roediger L, Del Fiore G, Delgueldre C, Phillips C, Lamy M, et al. (2003). Increased
cerebral functional connectivity underlying the antinociceptive effects of hypnosis. Brain Research
and Cognitive Brain Research, 17, 255–62.

Fink GR, Markowitsch HJ, Reinkemeier M, Bruckbauer T, Kessler J and Heiss WD (1996). Cerebral
representation of one’s own past: neural networks involved in autobiographical memory. Journal of
Neuroscience, 16, 4275–82.

Frenay MC, Faymonville ME, Devlieger S, Albert A and Vanderkelen A (2001). Psychological
approaches during dressing changes of burned patients: a prospective randomised study comparing
hypnosis against stress reducing strategy. Burns, 27, 793–9.

Gusnard DA and Raichle ME (2001). Searching for a baseline: functional imaging and the resting
human brain. Nature Reviews Neuroscience, 2, 685–94.

Halligan PW, Athwal BS, Oakley DA and Frackowiak RS (2000). Imaging hypnotic paralysis: implica-
tions for conversion hysteria. Lancet, 355, 986–7.

REFERENCES 25



Hilgard ER, Lauer LW and Morgan AH (1963). Manual for standard profile scales of hypnotic susceptibil-
ity, forms I and II. Palo Alto, CA, Consulting Psychologists Press.

Jones AK, Brown WD, Friston KJ, Qi LY and Frackowiak RS (1991). Cortical and subcortical localiza-
tion of response to pain in man using positron emission tomography. Proceedings of the Royal
Society B: Biological Sciences, 244, 39–44.

Kihlstrom JF and Edmonston WE Jr (1971). Alterations in consciousness in neutral hypnosis: distor-
tions in semantic space. American Journal of Clinical Hypertension, 13, 243–8.

Kinomura S, Larsson J, Gulyas B and Roland PE (1996). Activation by attention of the human reticular
formation and thalamic intralaminar nuclei. Science, 271, 512–5.

Kosslyn SM, Ganis G and Thompson WL (2001). Neural foundations of imagery. Nature Reviews
Neuroscience, 2, 635–42.

Laureys S (2005). The neural correlate of (un)awareness: lessons from the vegetative state. Trends in
Cognitive Science, 9, 556–9.

Lynn SJ, Kirsch I, Barabasz A, Cardena E and Patterson D (2000). Hypnosis as an empirically supported
clinical intervention: the state of the evidence and a look to the future. International Journal of
Clinical and Experimental Hypnotism, 48, 239–59.

Maquet P (2000). Functional neuroimaging of normal human sleep by positron emission tomography.
Journal of Sleep Research, 9, 207–31.

Maquet P, Faymonville ME, Degueldre C, Delfiore G, Franck G, Luxen A, et al. (1999). Functional neu-
roanatomy of hypnotic state. Biological Psychiatry, 45, 327–33.

Maquet P, Ruby P, Maudoux A, Albouy G, Sterpenich V, Dang-Vu T, et al. (2005). Human cognition
during REM sleep and the activity profile within frontal and parietal cortices: a reappraisal of func-
tional neuroimaging data. Progress in Brain Research, 150, 219–27.

Matsuda H (2001). Cerebral blood flow and metabolic abnormalities in Alzheimer’s disease. Annals of
Nuclear Medicine, 15, 85–92.

Mesulam MM and Mufson EJ (1982). Insula of the old world monkey. III. Efferent cortical output and
comments on function. Journal of Comparative Neurology, 212, 38–52.

Meurisse M, Faymonville ME, Joris J, Nguyen Dang D, Defechereux T and Hamoir E (1996). Endocrine
surgery by hypnosis. From fiction to daily clinical application. Annales d’Endocrinologie,
57, 494–501.

Meurisse M, Defechereux T, Hamoir E, Maweja S, Marchettini P, Gollogly L, et al. (1999a). Hypnosis
with conscious sedation instead of general anaesthesia? Applications in cervical endocrine surgery.
Acta Chirurgica Belgica, 99, 151–8.

Meurisse M, Hamoir E, Defechereux T, Gollogly L, Derry O, Postal A, et al. (1999b). Bilateral neck
exploration under hypnosedation: a new standard of care in primary hyperparathyroidism? Annals
of Surgery, 229, 401–8.

Rainville P, Duncan GH, Price DD, Carrier B and Bushnell MC (1997). Pain affect encoded in human
anterior cingulate but not somatosensory cortex. Science, 277, 968–71.

Rainville P, Hofbauer RK, Paus T, Duncan GH, Bushnell MC and Price DD (1999). Cerebral mecha-
nisms of hypnotic induction and suggestion. Journal of Cognitive Neuroscience, 11, 110–25.

Raz A, Shapiro T, Fan J and Posner MI (2002). Hypnotic suggestion and the modulation of Stroop
interference. Archives of General Psychiatry, 59, 1155–61.

Raz A, Fan J and Posner MI (2005). Hypnotic suggestion reduces conflict in the human brain.
Proceedings of the National Academy of Sciences of the USA, 102, 9978–83.

Spiegel D (1991). Neurophysiological correlates of hypnosis and dissociation. Journal of Neuropsychiatry
and Clinical Neurosciences, 3, 440–5.

Spiegel J, Hansen C and Treede RD. (2000). Clinical evaluation criteria for the assessment of impaired
pain sensitivity by thulium-laser evoked potentials. Clinical Neurophysiology, 111, 725–35.

HYPNOTIC REGULATION OF CONSCIOUSNESS AND THE PAIN NEUROMATRIX26



The Executive Committee of the American Psychological Association, Division of Psychological
Hypnosis (1994). Definition and description of hypnosis. Contemporary Hypnosis, 11, 142–162.

Tolle TR, Kaufmann T, Siessmeier T, Lautenbacher S, Berthele A, Munz F, et al. (1999). Region-specific
encoding of sensory and affective components of pain in the human brain: a positron emission
tomography correlation analysis. Annals of Neurology, 45, 40–7.

Treede RD, Kenshalo DR, Gracely RH and Jones AK (1999). The cortical representation of pain. Pain,
79, 105–11.

Vogt BA and Laureys S (2005). Posterior cingulate, precuneal and retrosplenial cortices: cytology and
components of the neural network correlates of consciousness. Progress in Brain Research,
150, 205–17.

REFERENCES 27



This page intentionally left blank 



Chapter 3

Cognitive control processes
and hypnosis

Tobias Egner and Amir Raz

3.1 Introduction
The striking changes in perception and conscious awareness that can be achieved with
hypnotic induction have fascinated psychologists for many years. How does one account
for neurologically healthy subjects who, following hypnotic induction and appropriate
suggestions, report to perceive an illusory voice, or negate seeing an object placed right in
front of them? To hypnosis researchers, the recent advent of cognitive neuroscience has
brought forth great promise, with new techniques such as functional magnetic resonance
imaging (fMRI) allowing us to take a peek into the hypnotized brain. However, the bene-
fits of a cross-talk between the fields of hypnosis and cognitive neuroscience research are
mutual, for hypnotic suggestions can serve as a rich avenue for the investigation of fun-
damental brain processes (Raz and Shapiro 2002). From a cognitive neuroscience per-
spective, the apparent dissociation between subjective experience and external
stimulation observed in hypnotized subjects represents a powerful demonstration of
top-down mechanisms affecting bottom-up processes, which are often thought of as
automatic or involuntary. Clearly, a thorough understanding of the neural mechanisms
underlying hypnosis will contribute substantially to our comprehension of human brain
function per se.

The fact that hypnotic suggestions may help effectively to over-ride what are tradition-
ally considered automatic or pre-potent processes is of particular intrigue to cognitive
neuroscientists, because this ability is regarded as the domain of high-level ‘cognitive
control’ processes. Cognitive control connotes a capacity-limited resource that is thought
to be required when dealing with situations where mere ‘automatic’ processing would
not suffice to produce optimal performance (or may even interfere with optimal per-
formance), and has been closely tied to functions of the frontal lobes (Botvinick et al.
2001; Miller and Cohen 2001). Situations that require cognitive control include the
performance of novel tasks, simultaneous tasks, task switching and, more generally, the
need to over-ride pre-potent associations and responses. Does this mean that hypnotic
phenomena can simply be equated to an extreme instance of normal top-down cognitive
control processes? Probably not: after all, hypnotized subjects seem to be characterized by
a lack of volition and control over their own actions, with the latter being dictated by the
suggestions of the hypnotist. The current chapter is aimed at elucidating this apparently



paradoxical relationship between cognitive control and hypnosis, and the brain processes
mediating their association.

Before we commence, a few semantic and methodological pointers for the reader unfa-
miliar with hypnosis jargon are in order. A hypnosis session typically consists of three
phases; the hypnotic induction (usually involving instructions to focus exclusively on the
hypnotist’s voice, accompanied by a progressive relaxation), followed by a number of
hypnotic suggestions (e.g. the suggestion that there is a voice addressing the subject from a
non-existent loudspeaker) and finally a deinduction (typically a ‘countdown’ for the
subject to return to a normal, alert state) that finishes the session. In addition, hypnotic
suggestions can be given that exhort the subjects to carry out a particular act in response
to a cue given after the hypnotic session has concluded, a technique referred to as post-
hypnotic suggestion. Furthermore, it is important to appreciate that subjects’ susceptibility
to hypnosis varies greatly. Therefore, subjects are typically pre-tested with standardized
hypnotic induction scripts, such as the Harvard Group Scale of Hypnotic Susceptibility,
Form A (HGSHS: A) (Shor and Orne 1962) or the Stanford Hypnotic Susceptibility
Scale, Form C (SHSS: C) (Weitzenhoffer and Hilgard 1962). Obviously, for different
studies to be comparable, it is important that they employ similar subject selection criteria.
A typical research design in a hypnosis study compares a dependent measure (e.g. behav-
ioural performance on an attention task) between pre-selected subjects of very low
versus very high hypnotic susceptibility, outside the hypnotic context versus subsequent
to hypnotic induction or in response to specific hypnotic suggestions. Hypnotic
performance in this kind of design should be observed only in highly susceptible subjects
in the hypnosis condition.

Finally, the discussion of cognitive control processes in relation to hypnosis and
hypnotic susceptibility in the current chapter does of course take place in the context of
previous theorizing, and we will interpret the literature with reference to some major
currents in this field, as outlined here. Perhaps not surprisingly, theoretical models of
hypnosis have traditionally emphasized the importance of attentional control processes in
accounting for hypnotic phenomena (Barber 1960; Hilgard 1965; Krippner and Bindler
1974; Tellegen and Atkinson 1974; Hilgard 1977; Karlin 1979; Crawford and Gruzelier
1992; Woody and Bowers 1994; Gruzelier 1998; Raz and Shapiro 2002; Raz 2004). Two
broad schools of thought have evolved around this issue. One view proposes that indi-
viduals who are highly susceptible to hypnosis possess the ability to focus their attention
strongly, and that the hypnotic condition itself is characterized by a state of highly
focused attention (Barber 1960; Tellegen and Atkinson 1974; Spiegel 2003). Another view
argues that highly susceptible individuals may indeed be particularly adept at focusing
their attention, but that once they are hypnotized, control of attention is impaired
(Hilgard 1965; Hilgard 1977; Gruzelier 1990, 1998; Crawford and Gruzelier 1992; Woody
and Bowers 1994; Jamieson and Sheehan 2004). At the neurophysiological level, many
theoretical formulations have hypothesized a crucial involvement of frontal lobe func-
tions in mediating hypnosis and hypnotic susceptibility (Gruzelier 1990, 1998; Crawford
and Gruzelier 1992; Woody and Bowers 1994). In the following, these models will be
referred to as the ‘focused attention’ and the ‘impaired attention’ views of hypnosis.
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We will first review how cognitive control is measured behaviourally, focusing in
particular on the use of the colour-word Stroop task (Stroop, 1935; MacLeod 1991)
(Section 3.2.1). This exposition will be followed by a summary of the current literature
on the functional neuroanatomy of cognitive control processes (Section 3.2.2). Then we
will conduct a selective review of the behavioural and neuroimaging hypnosis literature
in relation to cognitive control processes, as gauged by variants of the Stroop task
(Section 3.3). This review will make an important methodological distinction between
studies where the hypnotic induction procedure includes suggestions to improve Stroop
task performance on the one hand (Section 3.3.2), and studies that did not incorporate
such task-specific suggestions on the other hand (Section 3.3.1). Based on our discussion
of this literature, we will outline a model to resolve the paradoxical relationship of
hypnosis and cognitive control.

3.2 What is cognitive control?
In this section, we first present the concept of cognitive control and introduce psycholog-
ical tasks and analysis techniques that purport to measure this construct. We then pro-
vide a brief, selective review of research into the functional neuroanatomy of cognitive
control processes.

3.2.1 Psychological concept and behavioural measures of
cognitive control
The distinction between ‘controlled’ and ‘automatic’ processing, alluded to in the
Introduction, has a long tradition in theories of attention, where controlled processes
have been characterized as requiring attention whereas automatic processes do not
(Cattell 1886; Posner and Snyder 1975; Schneider and Shiffrin 1977). The concept of
cognitive control closely resembles previous notions of attentional control, such as
Shallice’s supervisory attention system (Norman and Shallice 1986), or Posner’s execu-
tive attention system (Posner and Petersen 1990; Posner and DiGirolamo 1998). For our
current purposes, we will adopt the working definition that cognitive control describes
the process or collection of processes that underpin the flexible management of processing
resources for optimal task performance. This includes maintaining a representation of
current goals in working memory, gauging the need for strategic performance adjust-
ments, and implementing such adjustments, for example by steering attention towards
task-relevant stimulus properties.

The efficiency of cognitive control functions has typically been inferred from tradi-
tional selective attention tasks, such as the Stroop task (Stroop 1935; MacLeod 1991) or
the Eriksen flanker task (Eriksen and Eriksen 1974), which require subjects to attend and
respond to one stimulus dimension (the ‘target’ dimension) while ignoring another stim-
ulus dimension (the ‘distracter’ dimension). The need for controlled attention is manip-
ulated by varying the response compatibility between target and distracter dimensions,
which can either be in conflict with each other (incongruent), unrelated (neutral) or in
accordance with each other (congruent). For instance, in a typical Stroop paradigm,
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subjects are required to name the ink colour in which a word stimulus is presented while
ignoring the word meaning of the stimulus. Here, incongruent stimuli (e.g. the word
RED printed in green ink) are typically associated with slower responses than neutral
stimuli (e.g. XXXX in green ink), which in turn are identified more slowly than congruent
stimuli (e.g. the word GREEN printed in green ink). The differential of incongruent to
congruent (or neutral) reaction times constitutes the amount of interference or conflict
experienced by the subject.

The amount of conflict incurred from an incongruent distracter, and by inference the
degree of controlled attention required for processing the target, is determined by the
relative strength of processing pathways (i.e. the relative ‘automaticity’) associated with
the target and distracter dimensions, respectively, which arise from physical stimulus
properties and, importantly, subjects’ previous experience with the stimulus dimensions
in relation to current task requirements (MacLeod and Dunbar 1988; Cohen et al. 1990).
For instance, the fact that the word dimension of Stroop stimuli interferes substantially
more with the colour dimension than the other way around is accounted for by the vastly
greater experience we have with reading words compared with naming the ink colour of
words (Cohen et al. 1990).

The Stroop task has evolved into perhaps the primary psychological measure of
high-level, ‘executive’ cognition (MacLeod and MacDonald 2000) as well as a standard
neuropsychological assessment tool of frontal lobe function (Stuss et al. 2001). The
Stroop task has also been suggested as a potent arbitrator between models of cognitive
control processes in relation to hypnosis and hypnotic susceptibility (Kirsch and Lynn
1998), and attentional control in hypnosis has indeed been investigated most extensively
with variants of this paradigm (see Section 3.3 below). However, as a measure of cognitive
control per se, the traditional Stroop interference score, gauged via the subtraction of
either neutral or congruent trial reaction times from incongruent ones, is ambiguous.
This is because the correct categorization of an incongruent stimulus (compared with a
neutral or congruent trial) probably involves manifold processes, such as the detection of
response conflict engendered by the incompatible stimulus dimensions, inhibition of the
motor response associated with the distracter dimension, selection of the correct
response and strategic adjustments in selective attention for the up-coming trial. Thus,
behavioural and neuroimaging assays based on the standard Stroop subtraction capture
an aggregate of (at least) conflict detection and control (conflict resolution) processes,
and cannot unambiguously isolate the specific contribution of cognitive control.

It is possible, however, to dissociate cognitive control components of Stroop task
performance from conflict detection by either manipulating conflict levels via the pro-
portion of incongruent to congruent trials presented in a given block of trials (Logan and
Zbrodoff 1979, 1982), or by analysing performance on a given trial type (congruent/
incongruent) as a function of the preceding trial type (Gratton et al. 1992). This is
because subjects appear to adjust strategically the level of control exerted in response to
the level of conflict experienced or expected in a given trial or task block, such that con-
trol is upregulated following (and in anticipation of) high conflict, and downregulated
following (and in anticipation of) low conflict (Botvinick et al. 2001), a phenomenon
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known as ‘conflict adaptation’. For example, if subjects are presented with a Stroop task
where a high proportion of trials are incongruent and a low proportion of trials are con-
gruent, they appear to adjust to the higher level (and likelihood) of conflict by exerting
more cognitive control. This is evidenced by lower interference scores in such a condition
than when performing a condition where congruent trials are frequent and incongruent
trials are rare (Logan and Zbrodoff 1979, 1982; Cohen et al. 1990; Carter et al. 2000).
Thus, through the manipulation of the likelihood of incongruent trials occurring across
blocks of trials, it is possible to distinguish between blocks where cognitive control is
high and conflict is low (high proportion of incongruent to congruent trials), and blocks
where cognitive control is low and conflict is high (low proportion of incongruent to
congruent trials). Adjustments in cognitive control in response to varying levels of con-
flict can also be observed when presenting congruent and incongruent trials in equal
proportions, and analysing performance on a given trial on the basis of which trial has
preceded it. Here, it has been established that interference scores on current trials are
reduced following high conflict (incongruent) trials compared with low conflict (con-
gruent) trials, suggesting that conflict leads to a transient upregulation in control for the
up-coming trial (Gratton et al. 1992; Botvinick et al. 1999; Kerns et al. 2004; Egner and
Hirsch 2005a, b).

In summary, interference scores from traditional selective attention tasks have been
widely employed as a quasi indicator of cognitive control, but they really constitute a
composite measure of numerous high level processes rather than an exclusive estimate of
cognitive control. More appropriate assays of the strategic control of selective attention
can be obtained by gauging adaptation to varying levels of conflict in variants of the
Stroop and flanker paradigms. This more direct probing of cognitive control processes,
however, is under-represented in the general cognitive neuroscience research literature
and to date largely unexploited within the field of hypnosis research.

3.2.2 Neural substrates of cognitive control
Not surprisingly, the classic interference tasks introduced in the previous section have
formed the bedrock of neuroimaging research dedicated to outlining neural substrates of
cognitive control processes. It is well established that a network of medial and lateral
frontal cortices, particularly the dorsal anterior cingulate cortex (dACC) and lateral pre-
frontal cortex (lPFC), as well as parietal cortex, is more active when processing incongruent
stimuli as compared with neutral or congruent ones (Pardo et al. 1990 Bench et al. 1993;
Carter et al. 1995; Casey et al. 2000; Leung et al. 2000; Barch et al. 2001; Milham et al. 2001,
2003; van Veen et al. 2001; Durston et al. 2003; Fan et al. 2003, 2005; Hazeltine et al. 2003).
Reliable co-activation in these regions in attentionally demanding conditions has led to the
generally accepted notion of a fronto-parietal ‘executive attention’ network, but the delin-
eation of the distinct functional contributions of each subregion within this network
remains very much a work-in-progress, especially given that largely overlapping areas
appear to be involved in a variety of other cognitive tasks as well (Duncan and Owen 2000).

As discussed previously in the context of behavioural variables, a dissociation of the
neural correlates of cognitive control from other processes inherent in the processing of
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incongruent trials per se may be achieved through the use of conflict adaptation para-
digms. A number of studies have pursued this approach specifically in order to differen-
tiate neural substrates of conflict detection from those of cognitive control. Focusing on
the role of the dACC within this context, it has been shown that activity in this region
primarily co-varies with the degree of conflict elicited by an incongruent stimulus, rather
than with strategic control processes associated with conflict resolution (Botvinick et al.
1999; Carter et al. 2000; MacDonald et al. 2000; Kerns et al. 2004). For example, dACC is
more activated by incongruent trials under conditions of low control (after a congruent
trial) than by incongruent trials under conditions of high control (after an incongruent
trial) (Botvinick et al. 1999; Kerns et al. 2004), supporting the conceptualization of the
dACC as an evaluative conflict-monitoring system (Botvinick et al. 2001). While a
rapidly growing body of evidence lends support to this model of dACC function
(Botvinick et al. 2004), it remains a possibility that other subregions of this area are
involved in more strategic (Posner and DiGirolamo 1998; Weissman et al. 2004) and
volitional processes (Nachev et al. 2005).

Neural correlates of cognitive control, on the other hand, have been localized to the
lPFC (MacDonald et al. 2000; Egner and Hirsch 2005a, b; Kerns et al. 2004). For instance,
when analysing conflict adaptation effects in a Stroop task, it has been shown that
regions in the lPFC exhibit an opposite activation pattern to that reported for the dACC:
activity in lPFC is higher under conditions of high control and low conflict than under
conditions of low control and high conflict (Kerns et al. 2004; Egner and Hirsch 2005a, b),
and the degree of lPFC activation is positively correlated with the degree of conflict
reduction across individuals (Egner and Hirsch 2005a). Furthermore, it has been
demonstrated that lPFC is particularly activated after trials on which the dACC exhibited
high activation due to conflict, and the degree of such lPFC recruitment predicts the level
of conflict reduction on the subsequent trial (Kerns et al. 2004). This superior conflict
resolution has recently been shown to be related to the functional interaction between
lPFC and early perceptual processing regions, resulting in an attentional amplification of
the neural representation of task-relevant stimulus properties (Egner and Hirsch 2005b).
In a different paradigm that sought to dissociate strategic control from conflict-monitor-
ing processes, MacDonald and colleagues (MacDonald et al. 2000) found increased lPFC
activity in preparation for cued more difficult (colour naming) compared with easier
(word naming) Stroop trials, but no differential response to the actual conflict induced
by the subsequently presented stimulus (incongruent versus congruent). The dACC, on
the other hand, showed the opposite pattern of results, with more activation to incon-
gruent than congruent stimuli, but no difference in activity with respect to the cue
period.

In conclusion, based on studies that have attempted explicitly to tease apart conflict
and control processes, it appears that the fronto-parietal executive attention network can
be broken down into a component that is primarily involved with detecting conflict
(the dACC), and another component primarily dedicated to strategic adjustments in
control (the lPFC). With reference to the well-documented role of the parietal cortex in
attentional orienting (Corbetta et al. 2000; Mort et al. 2003), one parsimonious view
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would suggest that parietal regions may mediate the actual implementation of control,
for example by directly biasing visual information processing in response to control sig-
nals from lPFC (Durston et al. 2003; Egner and Hirsch 2005a). However, many details of
the functional interaction between components of the executive control system sketched
out above remain unknown. Furthermore, performance adjustments of the type
described here may arise from various sources additional to or instead of processing con-
flict, including lower level priming phenomena (Mayr et al. 2003; Hommel et al. 2004;
Nieuwenhuis et al. 2006) and expectancy effects (Gratton et al. 1992) (cf. Egner and
Hirsch 2005b).

3.3 Hypnosis and hypnotic susceptibility in relation to executive
control processes
In this section, we will conduct a selective review of the hypnosis research literature that
is relevant to the nature of the involvement of cognitive control processes in hypnosis
and hypnotic susceptibility. Particularly, the exposition will focus on studies that have
employed variants of the Stroop protocol, and highlight implications with respect to the
assumptions underlying the ‘focused attention’ and ‘impaired attention’ models of hyp-
nosis (cf. Egner et al. 2005) that were alluded to previously. Note that these views make
opposing predictions with respect to the effects of hypnosis on Stroop task performance:
The focused attention model asserts that highly susceptible subjects are characterized by
focused attention during hypnosis, and should therefore predict low interference effects,
compared with baseline as well as relative to subjects with low susceptibility. The impaired
attention view, on the other hand, predicts that highly susceptible individuals should
exhibit poorer Stroop performance in hypnosis than at baseline and in comparison with
subjects of low susceptibility, due to an inhibition or dissociation of executive control
functions. In discussing the research literature in this regard, an important methodologi-
cal distinction will be drawn between studies where Stroop protocols were performed
under conditions that included specific hypnotic instructions to promote particular
cognitive strategies aimed at over-riding the Stroop effect, and studies that did not
contain any task-specific hypnotic instructions.

3.3.1 Cognitive control in the absence of task-specific hypnotic
suggestion
An early study that produced suggestive data on systematic differences in higher cogni-
tive processing between individuals of low and high hypnotic susceptibility was con-
ducted by Blum and Graef (1971). These authors sought to differentiate low susceptible
‘simulators’ from highly susceptible hypnotic subjects by comparing Stroop performance
in response to a post-hypnotic suggestion procedure that aimed at manipulating arousal
levels. Highly susceptible subjects exhibited increased Stroop interference scores with
decreasing arousal, and higher interference across all levels of this manipulation than
subjects with low susceptibility, suggesting less efficient attentional processing in the
highly susceptible individuals. Note, however, that these results do not apply directly to
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cognitive processing during hypnosis, as the data were collected outside hypnosis
(in response to a post-hypnotic suggestion). Furthermore, a very small sample size
(five highly susceptible and two subjects with low susceptibility) precluded the use of
inferential statistics. Therefore, this study may arguably serve primarily as a suggestive
historical antecedent for subsequent research, rather than as strong evidence for
impaired cognition in hypnotic responders.

In an influential study, Sheehan et al. (1988) provided the basic conceptual and empir-
ical framework for addressing the relationship between Stroop performance and hyp-
notic phenomena. Their study assessed colour naming of incongruent Stroop stimuli in
subjects of low and high susceptibility, once at baseline, once after hypnotic induction
without task-specific suggestions and once after hypnotic induction that included task-
specific suggestions to over-ride the Stroop effect. The instruction for overcoming Stroop
interference consisted of exhorting the subjects to focus attention only on the bottom
portion of the last letter of the colour word stimulus, so as to be aware of the ink colour
only. Sheehan et al.’s (1988) results showed a hypnosis × susceptibility interaction effect,
as reaction times slowed from baseline to hypnosis in subjects of high but not of low
susceptibility. Conversely, highly susceptible individuals displayed a trend for improved
performance with task-specific suggestions, which was not evident in subjects of low
susceptibility (see also Section 3.3.2 below). In addition, highly susceptible subjects
reported the spontaneous use of cognitive strategies for Stroop performance at baseline,
but not in the hypnotic condition without task-specific instructions. Subjects of low
susceptibility, on the other hand, reported consistently using spontaneous cognitive
strategies across these two conditions.

In order to ascertain the reliability of these data, Jamieson and Sheehan conducted an
extensive quasi-replication of the Sheehan et al. study, employing a large sample of
66 participants with low susceptibility and 66 highly susceptible participants (Jamieson
and Sheehan 2004). Participants performed a mixed colour/word naming Stroop task,
containing incongruent stimuli only, once at baseline and once following hypnotic
induction. Both colour and word naming reaction times were slowed in the hypnotic
condition, but this effect did not interact with hypnotic susceptibility. The amount of
errors committed, on the other hand, displayed a hypnosis × susceptibility interaction
effect mirroring the one reported by Sheehan et al. (1988) for reaction time data: highly
susceptible individuals’ performance deteriorated from baseline to hypnosis, but this was
not the case for subjects of low susceptibility. Subsequent to the behavioural experiment,
subjects were asked to report whether and how frequently they used any of three possible
spontaneous strategies; subvocal rehearsal of task instructions (‘word, ‘colour’), an ‘experi-
ential strategy’ that consisted of ‘just letting responses happen’ or a positional strategy that
consisted of focusing on a small aspect of the overall stimulus. The use of the rehearsal
strategy dropped from baseline to hypnosis, and tended to do so more in highly susceptible
subjects. The use of the experiential strategy, on the other hand, increased from baseline to
hypnosis, and this was more significantly the case in highly susceptible participants.
The authors concluded from these data that hypnosis appears to impair both attentional
control and the self-directed use of cognitive strategies (Jamieson and Sheehan 2004).
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What aspect of attentional control in particular might be affected by hypnotic induc-
tion? Kaiser and colleagues (Kaiser et al. 1997) examined the relationship between
hypnosis and performance on a Stroop-like task while measuring electric brain activity
in the form of event-related potentials (ERPs). Specifically, their study assessed ERPs
related to error processing, namely the error-related negativity (NE) (Falkenstein et al.
1991; Gehring et al. 1993) and the subsequent error-related positivity (PE) (Falkenstein et al.
1991), two response-locked ERP components occurring after an error has been commit-
ted. The NE was originally interpreted as directly reflecting the detection of an error
(Falkenstein et al. 1991; Gehring et al. 1993), but has since been re-conceptualized as
representing the comparator process between the intended and the correct response,
which precedes error detection (Falkenstein et al. 2000), or as reflecting post-response
conflict-monitoring processes (Yeung et al. 2004). In either of these scenarios, the NE is
clearly proposed to constitute an important subprocess of cognitive control, namely the
evaluation of a current response, which is thought to underlie strategic adjustments in
performance. Modelling of the likely neural source underlying this ERP component has
implicated the dACC (Dehaene et al. 1994; Miltner et al. 1997), a notion that has found
corroboration in a number of fMRI studies (Carter et al. 1998; Kiehl et al. 2000; Menon
et al. 2001; Ullsperger and von Cramon 2001). The later PE component, also emanating
from medial frontal cortex (Herrmann et al. 2002), is partly independent of the NE but
more reliably predicts post-error slowing (Nieuwenhuis et al. 2001; Hajcak et al. 2003),
and has thus been proposed to reflect the becoming consciously aware of a committed
error, which may be more directly related to performance adjustments than the NE

(Nieuwenhuis et al. 2001; Hajcak et al. 2003) (see also Jamieson and Woody, Chapter 7).
Kaiser et al. (1997) required subjects to push ‘left’ or ‘right’ buttons in response to arrow

stimuli that pointed either to the left or right. In order to induce response conflict, the
arrows could either be of green colour, requiring a response congruent with the direction
of the arrow, or of red colour, requiring a response incongruent with the direction of the
arrow. Error rates displayed a hypnosis × susceptibility interaction effect, as errors
increased significantly from baseline to hypnosis in highly susceptible subjects but not in
those with low susceptibilty. Furthermore, this effect was evident for the incongruent con-
dition, but not the congruent one. Reaction times were slower on incongruent compared
with congruent trials, but this effect did not interact with hypnosis or susceptibility
variables. The ERP data disclosed no effects involving the NE, but a marginal interaction
effect with respect to the PE component, as highly susceptible participants showed a
decrease in PE amplitude from baseline to hypnosis, which was not the case for subjects
with low susceptibility. The authors interpreted the behavioural findings as supportive of
the proposition that hypnosis in highly hypnotizable subjects involves the inhibition of
frontal executive functions (reflected in impaired performance on incongruent trials).
From the ERP results, the authors concluded that while early error processing (reflected in
the NE) appears to remain intact, hypnosis seems to attenuate consequent processes of
contextual updating of the error occurrence, resulting in failed modulation of behaviour.

In a further ERP study, Nordby et al. (1999) employed a modified version of the colour
naming Stroop task, where stimuli were presented in the left and right peripheral visual
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fields (rather than centrally). Behavioural and ERP data were acquired from subjects
with low and high susceptibility, at baseline and following hypnotic induction. While
there were no effects involving reaction times, a large increase in error rate was observed
in the highly susceptible group only when going from baseline to hypnosis conditions.
The authors further found that highly hypnotizable individuals displayed attenuated
P3a amplitude as well as faster N2b latencies in their ERPs, compared with individuals with
low susceptibility, but these differences did not interact with hypnosis. The behavioural
results of this study mirror other findings of selectively impaired Stroop performance in
highly susceptible subjects under hypnosis (Sheehan et al. 1988; Kaiser et al. 1997;
Jamieson and Sheehan 2004). The ERP data were interpreted by the authors as reflecting
a general failure in attentional orienting or disengagement of spatial attention in highly
susceptible individuals (Nordby et al. 1999).

The data from the studies reviewed thus far are clearly in general accordance with an
impaired attention view of hypnosis, in that all of them have reported performance
detriments during hypnosis that were specific to highly susceptible individuals.
Impairments have sometimes manifested in slowed response times (Sheehan et al. 1988),
but more often in increased error rates (Kaiser et al. 1997; Nordby et al. 1999; Jamieson
and Sheehan 2004), and appear to be accompanied by a decrease in the use of sponta-
neous cognitive strategies (Sheehan et al. 1988; Jamieson and Sheehan 2004). None of
these studies have documented any evidence for Stroop performance improvements
under hypnosis, a prediction of the focused attention account. A number of issues
should be noted, however, that prevent the drawing of very specific conclusions with
respect to the type of performance impairment that may be associated with hypnosis.
After all, performance on a Stroop task may be affected by a host of processes that are not
directly related to cognitive control. With respect to the methodological considerations
reviewed in Section 3.2.1, none of the Stroop-type hypnosis studies reviewed above con-
tained any manipulations aimed at parsing different aspects of executive processes dur-
ing Stroop performance. Therefore, it cannot be deduced from these investigations
whether the performance changes in highly susceptible subjects under hypnosis were
underpinned by an impairment of conflict detection, of signalling between conflict-
monitoring and cognitive control systems, of the proper maintenance and implementa-
tion of task set variables by the cognitive control system, or other attendant processes.
Furthermore, in studies that exclusively employ incongruent stimuli (Sheehan et al. 1988;
Jamieson and Sheehan 2004), it is impossible to distinguish a deficit in attentional selec-
tion of the task-relevant stimulus dimension from a generic performance decrement that
may encompass processing of all stimuli, irrespective of whether they require attentional
selection or not (such as neutral or congruent stimuli). This problem was avoided by
Kaiser et al. (1997), who showed that hypnosis effects on performance were specific to
the processing of incongruent trials and were not present in congruent ones. In addition,
their ERP data supply evidence for the impairment of a more closely circumscribed facet
of executive processing, namely the contextual updating of performance evaluation
information that is necessary for successful behavioural adjustments. Regarding this
latter interpretation, however, Kaiser and associates have unfortunately not provided
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evidence that behavioural modulation after error commission was specifically affected in
highly susceptible subjects during hypnosis. Specifically, the degree of so-called ‘post-error
slowing’, a tendency to produce slower but more accurate responses following an error
trial (Rabbitt, 1966), should have been affected in the highly susceptible individuals.

Let us now turn to a small number of studies that have made some attempts at isolat-
ing strategic control processes in Stroop performance in relation to hypnotic susceptibil-
ity and hypnosis. Dixon et al. (1990) conducted an intricate experiment that employed a
Stroop task variant where a colour word (‘blue’, ‘green’, ‘red’ or ‘yellow’, presented in black
ink) immediately preceded the presentation of a coloured rectangle (blue, green, red or
yellow), the colour of which subjects were required to name. The word primes could be
congruent or incongruent with respect to the subsequent rectangle colour. Levels of
conflict/control were varied in a block-wise fashion, by presenting a low congruent-
to-incongruent stimulus ratio (75 per cent incongruent) in one condition of the experi-
ment, and a high congruent-to-incongruent ratio (25 per cent incongruent) in another
condition. Recall from Section 3.2.1 that a block with a high proportion of incongruent
stimuli should be associated with high cognitive control, which in turn should result in
low Stroop interference scores. Conversely, blocks with a low proportion of incongruent
trials should be associated with low cognitive control and consequently exhibit high
interference scores. The degree to which subjects employ strategic control processes to
optimize performance can thus be gauged by assessing the reduction in interference
between low control and high control blocks. The authors also manipulated the degree to
which the distracter word information could influence colour naming. The colour words
were presented either for a duration that was well above the subjects’ perceptual thresh-
old, or for a duration where subjects could not confidently identify the meaning of the
word. Both conflict/control versions of the task were run at both threshold levels in
subjects of low, moderate and high hypnotic susceptibility, at baseline only.

Dixon et al. (1990) found a hypnotic susceptibility × congruency interaction effect, as
highly susceptible subjects exhibited significantly elevated interference scores in terms of
reaction times. While there was no significant three-way interaction effect involving
susceptibility, congruency and conflict/control variables, the authors present some
intriguing simple effects data: with suprathreshold distracter stimuli, when going from
low to high control conditions, subjects with low susceptibility displayed an abolished
interference effect, whereas highly susceptible subjects still showed significant interfer-
ence in the high control condition. These data can be interpreted as indicating that
highly susceptible subjects were less successful at adjusting their attentional strategy than
subjects with low susceptibility. (Note that the authors of the study favour a slightly
different terminology and interpretation, concluding that highly susceptible subjects
display a higher degree of automaticity in processing the colour word information.)
Unfortunately, this study did not include hypnotic induction as an experimental factor,
and therefore cannot shed light on any potential interaction between susceptibility and
hypnosis variables.

In a follow-up experiment, Dixon and Laurence (1992) sought to separate automatic
from strategic processing further by varying the time interval between a colour word

HYPNOSIS AND HYPNOTIC SUSCEPTIBILITY IN RELATION TO EXECUTIVE CONTROL PROCESSES 39



prime (‘blue’ or ‘red’, in black ink) and a subsequent coloured rectangle (in blue or
red ink) that subjects were required to categorize. The prime words were predictive of the
opposite colour in the subsequent rectangle, i.e. if the prime word was ‘blue’, on 75 per cent
of the trials the subsequent stimulus was red, and vice versa. The authors reasoned that
at short prime-to-probe intervals, automatic processing would prevail and a Stroop
interference effect would be evident, whereas at longer intervals, strategic processing
could be implemented and the Stroop effect reversed (Logan et al. 1984). Subjects of low
and high hypnotizability underwent testing at seven different prime-to-probe intervals.
Stroop interference was reversed when going from short to long prime-to-probe inter-
vals, attributable to the implementation of strategic processing. This effect, however,
interacted with hypnotic susceptibility, as only the highly susceptible subjects displayed
significant interference effects at the shortest prime-to-probe interval, and showed a
reverse interference effect at a shorter prime-to-probe interval than subjects with a low
susceptibility. The authors interpreted these data as indicating that highly susceptible
subjects show a greater automaticity of word processing, due to greater interference at
short prime-to-probe intervals, but also that highly susceptible individuals are better at
implementing strategic adjustments than individuals with low susceptibility. Again, these
data unfortunately do not address the effects of hypnotic induction, as the task was
administered at baseline only.

The studies of Dixon and colleagues, while explicitly manipulating strategic
control processes in Stroop performance, allow only for limited conclusions to be
drawn with respect to models of attentional control and hypnosis. This is primarily
because these investigations did not assess the interaction of hypnosis with hypnotic sus-
ceptibility, which is where the divergence of predictions from the focused and impaired
attention models of hypnosis becomes apparent. Outside the hypnotic context, both
views accommodate the assumption that highly susceptible subjects may be more adept
at strongly engaging their attention compared with subjects of low susceptibility.
Furthermore, with respect to the efficiency of strategic processing at baseline, results
from the two studies by Dixon and associates are arguably inconsistent. The first
study (Dixon et al. 1990) showed higher interference scores in highly susceptible subjects,
and particularly so in a condition consisting of 75 per cent incongruent trials, i.e. under
conditions of high strategic control, suggesting deficient control processes in highly
susceptible subjects. In the second study (Dixon and Laurence 1992), on the other hand,
strategic reversal of the Stroop effect was evident at shorter prime-to-probe intervals
in individuals with high susceptibility than in those with low susceptibility, which sug-
gests better strategic use of prime information in highly susceptible subjects. Therefore,
on the basis of these results, it appears difficult to draw firm conclusions regarding the
relationship between hypnotic susceptibility and efficient operation of cognitive control
mechanisms.

A study that was specifically geared towards contrasting predictions of the focused and
impaired attention models of hypnosis at the neural level was recently conducted by
Egner et al. (2005). These authors carried out a combined fMRI and electroencephalo-
graphic (EEG) study, using a Stroop task with congruent and incongruent colour words,
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which were subject to either colour naming or word naming instructions, alternating
between blocks of trials. Thus, there were four trial types of varying conflict; namely con-
gruent word naming trials (low conflict), incongruent word naming and congruent
colour naming trials (moderate conflict), and incongruent colour naming trials (high
conflict). Based on the model of conflict-monitoring and cognitive control outlined in
Section 3.2.2, it was expected that dACC activity would co-vary positively with conflict
levels. Cognitive control processes, on the other hand, were expected to be more highly
engaged during colour naming trials than during word naming trials (MacDonald et al.
2000). Egner and colleagues assessed conflict- and control-related brain activity in
subjects of low and high hypnotic susceptibility, once at baseline and once after a
hypnotic induction, with the order of conditions counterbalanced across groups.
In addition, the same paradigm was repeated for all subjects in the EEG laboratory. Note
that the focused attention model would predict that highly susceptible subjects exhibit
less conflict-related dACC activation than those with low susceptibility, both at baseline
and particularly during hypnosis. The impaired attention model, on the other hand,
would predict that highly susceptible subjects experience more conflict in the hypnotic
condition, compared both with baseline and with subjects with low susceptibility.

The authors found that, at equal behavioural performance, conflict-related dACC
activity did not differ between groups at baseline, but was significantly increased in
highly susceptible subjects after hypnotic induction, in comparison with baseline and in
comparison with subjects with low susceptibility. This interaction corresponds precisely
to the hypotheses derived from the impaired attention model of hypnosis. Next, the
authors assessed how control-related activity, detected in left lPFC, varied with hypnosis
and hypnotic susceptibility. In contrast to conflict-related activation in the dACC, there
was no difference between groups and conditions in the control-related lPFC activation.
From these data, the authors concluded that, while highly susceptible subjects experi-
enced increased conflict in the hypnotic condition, they did not recruit additional cogni-
tive control resources (reflected by lPFC activation) in order to resolve that conflict,
which suggests a breakdown in communication between conflict detection and control
processes. In support of this interpretation, EEG coherence data, reflecting functional
connectivity between neuronal populations underlying different scalp sites (Miltner et al.
1999; Tallon-Baudry and Bertrand 1999), showed that coherence between the mid-
frontal electrode site (overlying the dACC) and the left lateral frontal site (overlying
lPFC) in the high-frequency gamma range was reduced in highly susceptible subjects
after hypnotic induction, but not in subjects with low susceptibility. These data were
interpreted as further corroboration of a possible disruption of functional interaction
between medial frontal conflict-monitoring and lateral frontal control functions in
hypnosis (Egner et al. 2005).

In summary, studies examining behavioural and neural correlates of Stroop-type task
performance with respect to hypnosis and hypnotic susceptibility in the absence of task-
specific hypnotic instructions have produced some consistent and many convergent
findings. The most replicable finding is that highly susceptible subjects suffer perform-
ance decrements after hypnotic induction, while subjects of low susceptibility do not
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(Sheehan et al. 1988; Kaiser et al. 1997; Nordby et al. 1999; Jamieson and Sheehan 2004).
The precise nature of impaired attention performance under hypnosis, however, remains
an intriguing issue for future empirical investigation. For instance, no study as of yet has
assessed performance on a conflict adaptation Stroop protocol, arguably the most appro-
priate measure of cognitive control processes (as outlined in Section 3.2.1), as a function of
hypnosis and hypnotic susceptibility. Nevertheless, the evidence reviewed here unequivo-
cally supports an impaired attention view over a focused attention view of hypnosis, thus
lending credence to models that postulate the hypnotic condition to be characterized by
an inhibition (Gruzelier 1990, 1998; Crawford and Gruzelier 1992) or dissociation
(Woody and Bowers 1994) of frontal lobe cognitive control functions. Two convergent
findings from Kaiser et al. (1997) and Egner et al. (2005) provide grounds for some inter-
esting speculation regarding a possible mechanism for such a deficit in frontal control.
Both of these studies have shown that the mechanism underlying the detection of con-
flict or errors appears to remain intact in hypnosis. However, it may be the case that a
later processing stage, which underlies conscious awareness of error commission and/or
the communication of the detected processing conflict to cortical regions implementing
performance adjustments, is affected during hypnosis. This conjecture is based on the
finding that in highly susceptible subjects under hypnosis, the error-related positivity (PE)
is diminished (Kaiser et al. 1997), and the functional interaction between medial
frontal and lateral frontal sites is disrupted (Egner et al. 2005). Consequently, even
though the conflict-monitoring system may detect high conflict levels, there is no result-
ant strategic adjustment in cognitive control processes (Egner et al. 2005). This suggested
refinement of the dissociated control view of hypnosis (see also Jamieson and Woody,
Chapter 7) may serve to guide and constrain future rigorous empirical testing of the
psychological and neural substrates of hypnotic phenomena.

3.3.2 Cognitive control in response to task-specific
hypnotic instructions 
In the previous section, we have reviewed evidence to suggest that cognitive control
processes are specifically impaired in highly susceptible individuals after a generic hyp-
notic induction. Recall, however, that when Sheehan and colleagues instructed subjects
to employ a specific cognitive strategy aimed at over-riding the Stroop effect, it was the
highly susceptible subjects who benefited significantly from this intervention (Sheehan et al.
1988). This would suggest that, while cognitive control may be generally suppressed or
dissociated during instruction-free hypnosis, this condition does nevertheless lend itself
to the efficient implementation of an externally instructed strategy. In the following, a
number of studies will be reviewed where task-specific instructions to overcome Stroop
interference have been employed. Note that here, hypnosis is employed in the attempt to
over-ride what is considered a highly automatic process (word reading). In this way, these
hypnotic suggestions serve precisely the kind of function that usually is associated with
cognitive control processes.

In a series of studies, Raz and colleagues (2002, 2003, 2005) have assessed Stroop
performance in response to task-specific post-hypnotic suggestions. In these studies,
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performance by subjects of high and low hypnotic susceptibility was compared at
baseline and in response to a post-hypnotic trigger. The hypnotic suggestion that was
supposed to be recalled by the post-hypnotic trigger (e.g. a handclap) was to treat the
word stimuli as if they were presented in an unfamiliar foreign language. This manipula-
tion was aimed at preventing the ‘automatic’ processing of the word meaning, and thus
to reduce Stroop interference. In an initial study, subjects of high and low susceptibility
were required to indicate the ink colour of congruent or incongruent colour words, or
neutral word stimuli (Raz et al. 2002). Raz and colleagues found that, in terms of reaction
time data, highly susceptible subjects experienced Stroop interference at baseline, but
that both Stroop interference and facilitation effects were successfully abolished in
response to the post-hypnotic suggestion, whereas participants with low susceptibility
exhibited comparable Stroop interference and facilitation effects between the two condi-
tions. The authors concluded that post-hypnotic suggestion, presumably operating via a
top-down mechanism, can effectively overcome the highly automatic word reading
process. The authors further emphasized that the nature of the post-hypnotic suggestion
did not reflect an overtly attentional strategy, such as only focusing on a single letter of
the word stimuli.

In a follow-up investigation, Raz and associates endeavoured to substantiate these
results while excluding the possibility that highly susceptible subjects may have achieved
the reduction of Stroop interference by alternative means, other than by implementation
of the post-hypnotic instruction (Raz et al. 2003). Specifically, the authors precluded the
possibility of intentional visual blurring by pharmacologically inducing cycloplegia, the
paralysis of the ocular muscles subserving visual accommodation. Furthermore, gaze ori-
entation was monitored via video surveillance. Performance on a Stroop task identical to
that in the previous study (Raz et al. 2002) was compared between conditions of a fixed
crisp visual focus and a fixed blurred visual focus, at baseline. Performance was also
assessed in response to a post-hypnotic suggestion (as above), given to highly susceptible
subjects only, and an instruction to avert the gaze from the central stimulus, given to sub-
jects with low susceptibility only. The reaction time data showed that significant Stroop
effects were evident under clear vision and to a lesser extent under blurred vision condi-
tions, but were abolished in highly susceptible subjects under post-hypnotic suggestions
and in subjects with low susceptibility that had been instructed to ‘look away’ from the
stimulus. From these data, the authors concluded that the abolition of Stroop interfer-
ence in highly susceptible subjects under post-hypnotic suggestions could not be attrib-
uted to intentional blurring of visual focus, but rather appears to represent a genuine
suppression of lexical word processing (Raz et al. 2003).

Finally, Raz et al. (2005) conducted a combined fMRI and EEG investigation in order
to elucidate the neural correlates of post-hypnotic elimination of Stroop interference.
A colour naming Stroop task was administered to subjects of high and low susceptibility
while undergoing fMRI scanning. Subsequently, ERP data were acquired from the highly
susceptible subjects only. The task was broken down into blocks, and half of the blocks
were preceded by a post-hypnotic trigger (recalling the same type of instructions as in
the previous studies), while the other half were not. Reaction time data showed that
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highly susceptible individuals had a significantly reduced interference effect during the
fMRI session, while there was no effect of suggestion on the performance of individuals
of low susceptibility. In addition, highly susceptible subjects abolished Stroop interfer-
ence after post-hypnotic suggestion during the EEG session. Both of these findings were
accompanied by corresponding improvements in accuracy. Regarding the fMRI data, the
authors reported an interaction effect in a rostral portion of the ACC, as activation in
this region was significantly reduced with suggestion in the highly susceptible individuals
only. Highly susceptible participants furthermore displayed a concurrent reduction in
activity in extrastriate visual cortex. ERP data from mid-occipital and mid-frontal elec-
trode sites indicated that relatively early components of the stimulus-locked response
(P100, N100) were suppressed and delayed under post-hypnotic suggestion, for both
congruent and incongruent trials. Raz and associates interpreted these data as showing
that post-hypnotic suggestion leads to decreased conflict in highly susceptible partici-
pants (as reflected in reduced ACC activity and behavioural interference), and that this
effect may be mediated by top-down suppression of the visual processing stream, even
though this dampening of visual processing appears to be generic rather than specific to
word processing (Raz et al. 2005).

In summary, studies that have employed task-specific instructions aimed at overcom-
ing Stroop interference have shown that such externally instructed cognitive strategies
are more successfully implemented by highly susceptible subjects than by subjects with
low susceptibility. These data have stemmed partly from a hypnotic context (Sheehan et al.
1988), but mostly from responses to post-hypnotic suggestions (Raz et al. 2002, 2003,
2005). A general concern when comparing some of these data with the results reviewed
previously (Section 3.3.1) is that it is not entirely clear how exactly post-hypnotic
responses correspond to responses after induction, i.e. ‘during’ hypnosis. Keeping this
caveat in mind, these data nevertheless appear to pose a conundrum: why would highly
susceptible subjects exhibit impaired cognitive control after an instruction-free hypnotic
induction, but also display superior ability at implementing a suggested strategic instruc-
tion to improve task performance? One way in which these data may be reconciled is the
proposition that hypnosis constitutes a state of dissociated attentional control that
impairs the internal generation and implementation of strategic performance adjust-
ments, but at the same time makes the hypnotized individual highly amenable to carry-
ing out externally suggested task strategies. Recall that impaired performance after
hypnotic induction has been characterized by a lack in the use of self-generated task
strategies (Sheehan et al. 1988; Jamieson and Sheehan 2004). During hypnosis, the cogni-
tive control system may lack the internal input signals from the conflict-monitoring sys-
tem and thus fail to implement strategic performance adjustments (Kaiser et al. 1997;
Egner et al. 2005). However, when furnished with a specific task strategy externally (i.e. at
the hands of the hypnotist), the cognitive control system can implement this strategy in a
highly efficient manner (Sheehan et al. 1988; Raz et al. 2002, 2003, 2005). It is an intrigu-
ing conjecture that the high efficiency in implementing external hypnotic instructions is
precisely due to the fact that task processing is unencumbered by signals from internal
performance-monitoring mechanisms, and may consequently be performed in a more
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automatic manner, akin to a ‘contention scheduling’ system (Norman and Shallice 1986)
(see also Woody and Bowers 1994; Jamieson and Woody, Chapter 7).

This proposal can easily be tested empirically. Specifically, in order to integrate the
seemingly disparate findings from instruction-free versus task-specific instruction
studies, it would be desirable to assess both instruction-free and externally suggested
strategy conditions in the same study, and to combine this manipulation with a Stroop
task variant that explicitly isolates on-task cognitive control processes. In this context, the
view advocated here would first predict that instruction-free performance would be infe-
rior, but instructed performance would be superior in highly susceptible individuals (as
in Sheehan et al. 1988). Secondly, this view would suggest that while overall Stroop inter-
ference may be reduced in highly susceptible individuals subsequent to external strategic
task instructions, their performance should nevertheless be relatively immune to
conflict-driven sequential performance effects (i.e. conflict adaptation) that arise from
the ongoing interaction between the subjects and the stimulus history. Similarly, highly
susceptible subjects would in this context be expected to show a failure in post-error
slowing of their responses. Thus, while highly susceptible subjects may be superior at
implementing an externally suggested strategy on a cognitive task, such as the Stroop
protocol, their performance should also be highly inflexible, so that they would perform
very poorly when task contingencies change. This could alternatively be tested in a
variety of task-switching paradigms, which also offer a rich set of low- and high-level
cognitive variables for manipulation (Monsell 2003), but have to our knowledge not
been much exploited in hypnosis research.

3.4 Conclusions
In this chapter we have selectively reviewed the research literature pertaining to cognitive
control processes and their neural instantiation in relation to hypnosis and hypnotic sus-
ceptibility. A discussion of commonly employed measures of cognitive control, particu-
larly the Stroop task, has highlighted shortcomings of the traditional interference effect
measure. We have concluded that the application of recent advances in the dissociation
of various subcomponents of Stroop task performance, specifically the fractionation into
conflict-monitoring and strategic control processes, would be highly informative to the
hypnosis research enterprise. The hypnosis literature as it stands to date is concordant
with an ‘impaired attention’ view of hypnosis, as highly susceptible individuals exhibit
replicable attention performance detriments after generic hypnotic induction, which are
accompanied by a lack of self-generated task strategies. However, if hypnotic induction is
combined with task-specific strategic suggestions, highly susceptible individuals can
perform exceptionally well. This has been demonstrated both with hypnotic, and partic-
ularly with post-hypnotic suggestions. We have interpreted these findings as indicating
that hypnosis impairs the internal generation and implementation of strategic perform-
ance adjustments, but permits for very efficient implementation of externally suggested
strategies. Neurophysiological data suggest that conflict and errors are detected normally
in hypnosis, but that their detection apparently does not result in appropriate subsequent
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performance adjustments. The costs and benefits of hypnotic performance could be
related to a breakdown in communication between a medial frontal performance-
monitoring system and a lateral frontal cognitive control system. On the one hand, a lack
of input from an internal conflict-monitoring system to top-down control regions results
in inflexible, and therefore often poor performance. On the other hand, implementation
of an externally suggested task strategy may proceed in an automatic fashion, unencum-
bered by signals from ongoing internal performance monitoring.
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Chapter 4

Cortical mechanisms of hypnotic
pain control

Wolfgang HR Miltner and Thomas Weiss

4.1 Introduction
Hypnosis has been known for centuries to modify significantly subjects’ perceptions and
other psychological processes. Thus, several studies have shown that colourful visual
stimuli can lose their brightness and colour, and physically strong auditory stimuli can
become almost inaudible when subjects are exposed to corresponding hypnotic sugges-
tions of colour blindness or deafness (Revenstorf 1993). Furthermore, the skin of fakirs
can become deeply penetrated by knives, daggers or swords without pain and without
negative emotions while being in a hypnotic-like trance, whereas the same physical event
would be perceived as terribly painful by the same persons outside the trance state
(Larbig 1988; Larbig and Miltner 1990).

The reduction or even obviation of pain by specific hypnotic suggestions—called hyp-
notic analgesia—is a powerful tool of pain control and, perhaps, one of the most striking
phenomena of hypnosis. The induction of hypnotic analgesia represents one of the most
effective non-pharmacological methods for the control of acute pain that has been used
in clinical practice for pain relief during different syndromes of disease and in different
disciplines (Crasilneck and Hall 1973; Hilgard and Hilgard, 1983; for meta-analyses, see
Montgomery et al. 2000; Bongartz et al. 2002). However, despite its successful applica-
tion, we still do not understand how hypnotic analgesia affects the processing of noxious
stimuli within the human nervous system and how the brain organizes the alleviation of
pain by hypnotic analgesia. While the literature is full of speculative conceptions, only a
few theories exist whose assumptions are based on current neurobiological foundations
about the role of brain structures subserving the feeling of pain and whose central
hypotheses were tested experimentally by modern neuroscientific methods. In this chapter,
we will first introduce some of these brain structures and mechanisms and address some
specific theories on hypnotic analgesia, and then summarize some current experimental
evidence that supports or dismisses these theories.

4.2 Brain structures and mechanisms subserving the perception
of pain—a short introduction
Nociception consists of the translation of physical properties of noxious stimuli into a
code that can be understood by neurons and its transformation from peripheral/visceral



receptors along the neuraxis to the central nervous system. Nociceptors are the end-
points of neurons of the peripheral nervous system, whose cell bodies lie in the dorsal
root ganglia. Nociceptors are sensitive to thermal, mechanical, chemical and electrical
stimuli (for details, see e.g. Loeser et al. 2001, Weiss and Schaible 2003). When activated
by noxious stimulation, action potentials are generated and transmitted to the spinal
cord via C- and Aδ-fibres. Within the dorsal root of the spinal cord, these fibres are
synaptically linked to one of two types of neurons, i.e. nociceptive-specific neurons (NS)
which are activated exclusively by noxious stimuli, and wide-dynamic range neurons
(WDR) which can become activated by, weak, innoxious and noxious stimuli. The activity
of NS and WDR neurons passes through the spinal cord along several pathways to
different subcortical and cortical structures. The most prominent efferent pathway is the
spino-thalamo-cortical pathway which has, at least, two important subsystems. One sub-
system, called the lateral system, innervates lateral nuclei of the thalamus, e.g. the ventral
posterior lateral nucleus (VPL) whose nuclei innervate the primary somatosensory cor-
tex, secondary somatosensory cortices and posterior parietal cortices of both cerebral
hemispheres. This subsystem is thought to be responsible for the sensory-discriminative
analysis of noxious stimuli, i.e. it is responsible for the perception of its location, inten-
sity, duration, etc. The second subsystem, called the medial system, innervates medial
nuclei of the thalamus, e.g. the posterior part of the ventromedial nucleus (VMpo)
whose neurons primarily innervate the insula, the anterior cingulate cortex (ACC) and
the prefrontal cortex. This subsystem is thought to be responsible for the affective-
motivational analysis of noxious input. Besides the spino-thalamo-cortical projections,
additional pathways exist that give input into the reticular formation, the midbrain and
the hypothalamus. From these structures, different pathways reach cortical regions most
of which are implemented in the affective-motivational analysis of stimuli. Within and
between all these structures, noxious information is processed in parallel, serial and
reciprocal ways. Previous psychophysical research has emphasized the importance of sepa-
rating the experience of pain into sensory-discriminative and affective-motivational com-
ponents. The sensory-discriminative component of pain can be considered as the sensory
modality of pain similar to vision or olfaction. The affective-motivational component
includes all aspects associated with suffering and is clearly related to aspects of emotion,
arousal and the programming of behaviour. This dichotomy, however, has turned out to be
too simple a concept for the functional significance and complexity of nociceptive cortical
networks. Recent progress in imaging technology has, therefore, provided considerable new
insights into the multiple dimensions of pain and evidenced that the experience of pain is
mediated by the activity of different cortical and subcortical structures.

By means of positron emission tomography (PET), functional magnetic resonance
imaging (fMRI) and different experimental methods with animals, it has been shown
that several spatially distributed subcortical and cortical areas participate in the process-
ing of nociceptive input and the generation of pain (for a review, see Apkarian et al.
2005) including primary and secondary somatosensory cortical areas, the insulae,
prefrontal cortex, anterior parts of the gyrus cinguli, the thalamus and the periaquaduc-
tal grey (PAG).
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Besides these afferent systems, recent research has also shown that the central nervous
system of most vertebrates also includes several nocifensive systems for the control of
pain. Since Descartes, the experience of pain has been conceived as a direct function of
the extent of peripheral nerve activation. However, pain goes far beyond nociception in
so far as the degree of general arousal, the amount of autobiographical experience and
memory, the actual and general emotional state and aspects of subjective coping modu-
late the processing of nociceptive information and the generation of pain. These
processes can at least partially be independent of nociception (Miltner 1998). These con-
siderations are supposed to have significant clinical consequences: pain should be defined
as a private experience whose individual qualia depends on each individual’s capacity of
cognition and emotion, its previous experience, the socio-cultural context and the indi-
vidual behavioural capacities of pain control (Miltner and Weiss 1998, 2000).

Another aspect that contributes significantly to the experience of pain is the modular
organization of spatially and temporally distributed neural networks of the brain and its
mutual communication by which the quality and intensity of the pain experience is
organized. Recent research has indicated that the experience of pain is the result of
synchronized activities of spatially distributed cortical and subcortical areas including
primary and secondary somatosensory cortical areas, the insulae, prefrontal cortex, ante-
rior and medial parts of the gyrus cinguli, the reticular formation, thalamus and PAG,
the amygdala, the hippocampal system and the hypothalamus. In order to constitute the
experience of pain, all these structures must be activated in a temporally correlated man-
ner. With regard to our main topic, disturbances of this synchronized activity should
change the perception and experience of pain, as will be shown in the following sections.

4.3 Neuroscientific accounts of hypnotic analgesia
Recent neuroscientific accounts of hypnotic analgesia have mainly argued that it repre-
sents either (1) a specific kind of distraction or (2) a phenomenon during which normal
information processing becomes disrupted or disorganized due to a significant dissocia-
tion of neural communication between brain areas.

4.3.1 Hypnotic analgesia—a specific form of distraction?
From an information processing viewpoint, hypnotic analgesia has been conceptualized
as a specific form of attention modulation, i.e. as a state of divided attention where
subjects become distracted from pain by simultaneously allocating all attentional
resources to the ongoing suggestions of hypnotic analgesia (Crawford et al. 1993, 1998;
Crawford 1994). This manipulation of attention was thought of as dynamically changing
the neural interactions between subcortical and prefrontal areas of the brain (Crawford
1994). While the fronto-limbic attentional system was conceived to attenuate the
processing of noxious input transmitted from thalamic relay nuclei to cerebral struc-
tures, the prefrontal cortex was implicated to inhibit thalamo-cortical neural projections
(Birbaumer et al. 1990). A further crucial role of thalamo-cortical structures in attention
was also emphasized by models on the existence of a central attentional capacity system
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(Posner and Petersen 1990). According to this idea, hypnotic suggestions are thought to
act as verbal stimuli that pull subject’s attention towards the auditory input and its
processing and apart from the processing of noxious input. This shift of attention from
the somatosensory input channel to the auditory channel is thought to be one of the
most significant and crucial mechanisms of hypnosis-induced pain control (Hilgard and
Hilgard 1983). Based on these considerations, it was suggested that hypnotic analgesia
and distraction of attention might share similar, if not the same, brain mechanisms.

However, recent studies on brain electrical neural activities in humans during hypnotic
analgesia and distraction from painful stimulation have shown that this conception
might be misleading. In two studies, the effects of distraction and hypnotic analgesia on
pain ratings and the information processing of the brain to noxious stimulation were
investigated by recording subjects’ pain ratings to several hundred noxious stimuli and
somatosensory evoked potentials (SEPs) of the brain in response to these stimuli. The
analysis of SEPs represents a well-established method for the investigation of noxious
information processing and the identification of brain mechanisms associated with the
experience of pain. Late components of SEPs in response to noxious electrical, mechani-
cal, thermal or laser heat stimuli normally show biphasic waveforms with a negative
deflection of about 150 ms in response to an electrical stimulus, called N150 or N200 in
the case of laser heat stimulation (also called laser-evoked potentials, LEPs). With electri-
cal stimulation, this negative waveform is immediately followed by a positive deflection
at about 260 ms post-stimulation, whereas a similar positive waveform occurs at about
320 ms (P320) in the case of the LEP. This shift of peak amplitudes indicates that the
latencies of most SEP amplitudes are sensitive to the stimulus modality used and to the
speed by which the afferent neural fibres conduct the information from the stimulus site
to the brain. The magnitude of peak-to-peak-measures of these late SEP components,
i.e. the N150/P260 or the N200/P320, was found to be significantly correlated with the
physical intensity of the stimulus applied (Bromm and Scharein 1983) and even more
with subjects’ reports on the intensity and aversiveness of stimulation (e.g. Flor et al.
1992). The stronger the physical stimulus was perceived, the larger were these peak-to-
peak magnitudes. Similar positive correlations between peak-to-peak measures and both
physical stimulus intensity and pain report were reported for noxious electrical tooth-
pulp stimulation, laser stimulation and electrical intracutaneous stimulation. Partial
correlation analysis between event-related potential (ERP) measures (peak-to-peak
amplitudes or baseline-to-peak of SEP components), physical stimulus intensity and
pain report furthermore confirmed that the magnitude of the ERP measures is more
closely related to the subjective experience of pain than to the physical intensity of stimu-
lation (Chen et al. 1979). Due to this observation, it was suggested that these late ERP
components primarily represent correlates of cognitive and evaluative stimulus process-
ing and less probably reflect physical properties of the stimulus input (Miltner and Weiss
1998). Due to this reason, a number of studies have used these ERP measures for the
evaluation of different methods of pain control. In many studies, it was demonstrated
that these ERP amplitudes were significantly smaller when the pain treatment in
question significantly affected a subject’s pain as compared with placebo methods that
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had no effect on a subject’s pain (e.g. for pharmacological treatments, see Bromm and
Lorenz 1998; for psychological interventions such as distraction of attention, see Miltner
et al. 1989; Friederich et al. 2001; for hypnotic analgesia, see Sommer 1966; Arendt-
Nielsen et al. 1990; Miltner et al. 1992; Friederich et al. 2001).

In the first study of our group on the effects of hypnotic analgesia as compared with
distraction, a group of 26 high suggestible subjects was selected from 200 undergraduate
students according to their hypnotic suggestibility assessed by the Barber Suggestibility
Scale (BSS) and the Harvard Group Scale of Hypnotic Susceptibility (HGSHS: A).
Additionally, subjects were tested in a cold pressure test before and after receiving a glove
analgesia induction. Subjects were accepted for the experiment proper where they were
able to maintain their hands for at least 100 s in ice water with a constant temperature of
about +4°C while being exposed to hypnotic glove analgesia. Twelve subjects fulfilled
this criterion and volunteered to take part in this experiment. After being familiarized
with the experimental setting and determination of each individual’s pain threshold to
electrical intracutaneous stimuli (IES; Bromm and Meier 1984), subjects were exposed in
a counterbalanced sequence to three experimental conditions during each of which they
received three series of 20 painful IES. The three experimental conditions included a con-
trol condition without any intervention (CC), a condition with suggestions of hypnotic
analgesia (HA) and a distraction of attention (DA) condition where the subject’s atten-
tion was distracted away from the stimulation. After each block of stimulus presenta-
tions, subjects were requested to rate the intensity and aversiveness of pain on a visual
analogue scale (VAS). During the control condition, subjects were asked to sit silently in
their experimental chair and stay in a relaxed state. In condition HA, hypnotic sugges-
tions were given by an experienced hypnotherapist. After the induction of hypnosis, sub-
jects received suggestions that they would wear anaesthetic gloves that cause the
sensations of their middle finger tip to become absolutely numb and totally insensitive to
any kind of pain. During the DA condition, subjects received a word puzzle task. They
had to find words from a conglomerate of letters organized in crossword puzzle style.
During all conditions, subjects sat in a reclining chair in an electrically shielded, sound-
attenuated room, and brain electrical activities to ICE were recorded from a dense array
of electrodes. When subjects were exposed to suggestions of hypnotic analgesia as com-
pared with the control condition without intervention, subjects’ pain intensity ratings
were significantly reduced, with values partially below the pain threshold. Similarly, pain
ratings were also significantly lower during the distraction instruction as compared with
the control condition. No significant difference for pain intensity ratings was found
between the hypnosis and the distraction condition, indicating that both instructions
affected subjects’ pain intensity similarly. Also, the aversiveness of stimuli was signifi-
cantly affected by hypnotic analgesia, with stimuli being rated as less aversive during
hypnotic analgesia and distraction as compared with the control condition (see Fig. 4.1)

During all three conditions, the SEP showed three major components at the vertex of
the subject’s head (see Fig. 4.2): a positive component at 60–100 ms post-stimulus (P80),
a negative component at 100–180 ms (N150) post-stimulus and a positive component at
150–300 ms (P260) post-stimulus. Additionally, a positive component at 300–400 ms
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post-stimulus (P300) was detected at Pz. While comparisons of latencies of these compo-
nents and for the magnitude or topography of earlier components of the SEP (~80 ms)
showed no significant differences between conditions, the comparisons of late SEP
amplitudes revealed significant differences between the three experimental conditions.
The most relevant finding was that the peak amplitude of the positive brain electrical
activity at around 260 ms post-stimulus was significantly lower during distraction as
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Fig. 4.2 Event-related potentials at electrode Cz in response to intracutaneous electrical stimulation
during a control situation, suggestions of hypnotic analgesia, and distraction of attention.
The components investigated are marked.
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Fig. 4.1 Pain intensity and pain aversiveness ratings on a visual analogue scale (VAS) in response
to intracutaneous electrical stimulation during a control situation, suggestions of hypnotic
analgesia and distraction of attention.

8

6

4

V
A

S
 u

ni
ts

2

0
Control Hypn. Analg. Distraction

Intensity

Aversiveness



compared with hypnotic analgesia and the control condition, but no significant differ-
ences were found for the magnitude of this component between hypnotic analgesia and
the control condition. Similar results were also seen for components at around 300 ms
post-stimulus and thereafter.

Results from this study clearly indicate that suggestions of hypnotic analgesia and dis-
traction of attention significantly affect subjects’ feelings of pain when stimulated
painfully with electrical stimuli. Stimuli rated as painful and aversive during a control
condition turn into stimuli rated as less painful and less aversive during both hypnotic
analgesia and distraction from stimulation. This difference between hypnotic analge-
sia/distraction and the control condition occurred in spite of the fact that the physical
strength of stimuli was kept constant throughout all three experimental conditions.
Therefore, the present investigation confirms earlier reports that hypnotic analgesia
(Halliday and Mason 1964; Hilgard and Hilgard 1983; Miltner et al. 1992; Peter, 1998;
Friederich et al. 2001) and distraction of attention (Miltner et al. 1989; Johnson et al.
1991; Friederich et al. 2001) represent effective methods for the control of acute experi-
mentally induced pain.

In this second study (Friedrich et al. 2001), these observations were further tested with
220 young healthy student volunteers. Prior to the experiment proper, subjects again
were examined for hypnotic susceptibility using a German version of the Harvard Group
Scale of Hypnotic Susceptibility: Form A (HGSHS: A) and the German version of the
Stanford Hypnotic Susceptibility Scale: Form C (SHSS: C). From this sample, 15 highly
hypnotizable subjects aged 19–30 years with high HGSHS scores (9–12) and additional
high scores in the SHSS (9–12) participated in the experiment proper. Its main session
again consisted of three experimental conditions counterbalanced across subjects: (1) a
control condition where subjects were instructed to rest; (2) a condition of hypnotic
analgesia where subjects received hypnotic induction and then suggestions for glove
analgesia and instructions for relaxation imagery (i.e. walking on a beach); and (3) a con-
dition where subjects’ attention was distracted by listening to a tape recording of a short
crime story. Subjects were told that they would have to recall as many details of this story
in a subsequent memory test and that a bonus will be paid for good recall. During each
condition, subjects were stimulated with noxious heat laser stimuli. After each block of
10 stimuli, the subjects were requested to rate the average intensity and aversiveness of
the 10 preceding stimuli. During each experimental condition, 70 stimuli were applied
with a constant laser energy evoking a subjective perception of moderate pain (for more
methodical details, see Weiss et al. 1997; Weiss and Miltner 2006). During the
whole experiment proper, LEPs were obtained from 62 electroencephalography (EEG)
electrode sites.

Results of the behavioural data were similar to those of study 1. Ratings of pain intensity
and pain aversiveness were significantly reduced, with values below the pain threshold
when subjects were exposed to suggestions of hypnotic analgesia or to the distraction
condition as compared with the control condition. During all three conditions, LEPs
showed two major components, i.e. the N200 and P320, respectively. Again, the N200
magnitude to laser heat stimuli was significantly reduced while subjects were requested
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to distract their attention from stimulation as compared with hypnotic analgesia, while
no significant differences were found between hypnotic analgesia and the control condi-
tion and between the control and distraction condition. The P320 amplitude was signifi-
cantly reduced during distraction as compared with the control condition and with
hypnotic analgesia, while no significant difference was found when hypnotic analgesia
was compared with the control condition. The same pattern of results was obtained
when the analysis was based on peak-to-peak measures representing the magnitude of
the N200–P320 complex.

Like the previous study, this study also clearly reveals that suggestions of hypnotic
analgesia significantly affected subjects’ feelings of pain when they were stimulated with
moderately painful stimuli. These remarkable subjective effects of distraction are also
confirmed by the observations of late ERP amplitudes that again were significantly
reduced as compared with the control condition. This finding confirms earlier studies by
Miltner et al. (1989) and Yamasaki et al. (1999). When the brain electrical activities and its
SEP amplitudes to the experimental stimulation are considered as additional indicators
for the effectiveness of analgesic procedures, the data of this study confirm that distrac-
tion represents an effective method of pain control. During distraction, we found signifi-
cantly reduced magnitudes of the N150–P260 complex as well as of the P260 and P300
components as compared with hypnotic analgesia and, in part, as compared with the
control condition. This finding confirms earlier studies (e.g. Miltner et al. 1990, Yamasaki
et al. 1999; Friederich et al. 2001) and points to the option that filters at thalamic and
thalamo-cortical levels are activated during distraction so as to prevent or to protect the
somatosensory cortices from noxious input. In contrast, our analyses of ERP compo-
nents did not reveal similar results on the size of the late ERP components for hypnotic
analgesia. When highly suggestible subjects were exposed to suggestions of hypnotic
analgesia, late ERP amplitudes in both studies were not reduced but actually tended to
show even larger magnitudes than during the control condition. This difference clearly
indicates that hypnotic analgesia acts on the brain in a different manner than distraction.
According to these observations, it appears as if the somatosensory cortex and associated
cortical areas still receive full information about the noxious input and that this process-
ing of information is not affected by the suggestions of analgesia. However, our subjects
reported that the laser stimulation was perceived as less painful during hypnotic analge-
sia than the stimulation during the control condition, although in both conditions the
stimulus type and its physical intensity were kept constant. This observation is consistent
with suggestions by Hilgard and Hilgard (1983) that hypnotic analgesia is characterized
by a dissociation of the processing of somatosensory stimulus features and cognitive and
motor processes related to the organization of appropriate behaviours (i.e. flight/fight
responses, complex behavioural reflexes, changes of motivational responses and other
fronto-cortical control manoeuvres). From our data, it appears that the somatosensory
features of noxious stimuli are still evaluated properly during hypnotic analgesia, as they
are in the non-hypnotic control condition, but the output of this processing is not com-
municated appropriately to other brain areas that complete the evaluation of these stimuli
as being painful and which are responsible for the organization of proper behaviours to
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pain. Such a hypothesis can be tested by means of an analysis of the coupling between
different brain areas. An adequate method is the analysis of coherences. We will report on
such analyses in one of the following sections.

4.3.2 The role of hypnotic suggestibility on the effects of hypnotic
analgesia and distraction of attention
In the previous section, it has been postulated that one of the possible reasons for the
different results found for the effects of hypnotic analgesia and distraction on the percep-
tion and feelings of pain might lie in the difference in hypnotic suggestibility. In a third
study that used the same procedure as study 2 with 15 highly suggestible subjects and
15 subjects with a low level of susceptibility, these questions were addressed. In this study,
256 young healthy student volunteers were tested for hypnotic susceptibility using a
German version of HGSHS: A and the German version of the SHSS: C. From this sample,
15 highly suggestible subjects and 15 subjects with a low degree of suggestibility with
HGSHS scores or 9–12 (high) or 0–3 (low) and SHSS scores of either 9–12 (high) or 0–3
(low) participated in the experiment proper.

Results of the behavioural data demonstrated that pain intensity and pain aversiveness
ratings were significantly reduced below the pain threshold for both groups of subjects
when subjects were exposed to the distraction of attention as compared with the control
condition. However, only highly suggestible subjects showed a reduction of pain ratings
during hypnotic analgesia as compared with the control condition. In contrast, subjects
with a low degree of suggestibility showed even a slight increase of pain ratings during
hypnotic analgesia as compared with the control condition. LEP components were not
different between groups.

Taken together, our recent studies and data from earlier investigations clearly demon-
strate that hypnotic analgesia represents an effective strategy for highly suggestible sub-
jects to control acute experimentally induced pain. One hypothesis put forward to
explain the effect as well as the observed changes in ERPs was that the effects of hypnotic
analgesia are based on dissociation of neural activities of brain areas responsible for the
analysis of somatosensory features of noxious stimuli and the final evaluation of these
stimuli. Such a hypothesis can be tested by means of coherence analysis of neural activi-
ties in different brain areas.

4.3.3 The breakdown in the communication between
neural modules
That hypnotic analgesia might be based on a breakdown of neural communication
between neural structures involved in the processing of pain was derived from recent
studies on the effects of anaesthesia. A series of studies by Schwender and his group
(Schwender et al. 1993, 1994, 1997; Daunderer and Schwender 2000) and suggestions by
Kulli and Koch (1991) indicated that midlatency neural activity in response to auditory
or visual stimulation became significantly smaller or completely suppressed as a function
of the anaesthetic dose when subjects were treated by volatile anaesthetics or general
anaesthetic agents as compared with placebo. Further analyses revealed that most of
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these midlatency responses were characterized by fast oscillatory activities within the
gamma band for which several research groups have postulated a putative role in
consciousness (for hypnosis, see, for example, de Pascalis et al. 2004, de Pascalis, Chapter 5).
A recent study by our group further evaluated the putative role of gamma activity by inves-
tigating the coherence of neural oscillations between different areas of the brain when
subjects were exposed to hypnotic analgesia as compared with a control condition. While as
in the studies of our group mentioned above, ERP amplitudes to painful stimuli applied to
the tip of the middle finger were still unaffected during hypnotic analgesia and were of
about a similar magnitude to during a non-hypnotic control condition, the results of an
additional coherence analysis of brain activity indicated a significant decrease of coherence
within the gamma band between somatosensory and frontal sites of the brain while
subjects were hypnotized as compared with the control condition. This loss of coherence
between somatosensory and frontal brain areas during hypnotic analgesia was hypothe-
sized to reflect a similar breakdown of functional connectivity between the brain areas
involved in the analysis of the somatosensory aspects of the noxious input and areas organ-
izing the emotional and behavioural responses to pain as during states of anaesthesia.
Based on this study, we suggested that hypnosis affects integrative functions of the brain
and induces an alteration or even a breakdown of communication between subunits within
the brain responsible for the formation of conscious experience (Trippe et al. 2004).

Additional analysis of these data further revealed that this breakdown of functional
connectivity might have been controlled by frontal brain areas for which Gruzelier and
co-workers have consistently advocated the view of hypnosis as a form of frontal inhibi-
tion. Replicated neuropsychological findings (Gruzelier and Warren 1993; Kallio et al.
2001) show impaired letter fluency (left frontal) but not category fluency (left temporal)
performance during hypnosis for subjects with high but not low levels of hypnotic
susceptibility. This suggests that for hypnotizable subjects, hypnosis is associated with
inhibition of the left dorsolateral prefrontal cortex (Gruzelier 1998). Selective influences
within the cingulate have also been inferred from evidence of the maintenance of the
error-related negativity wave in concert with an abolition of the ensuing positivity wave
in highly hypnotizable subjects during hypnosis (Kaiser et al. 1997). Some recent studies
investigated hypnotic analgesia to test the hypothesis that at least part of the phenomena
occurring under hypnosis might also be explained by a dissociation between functional
subunits organizing conscious behaviour. Thus, Croft et al. (2002) analysed EEG compo-
nent frequencies in the period following painful electrical stimulation of the right hand
in a control condition, during hypnosis and after hypnotic analgesia suggestion.
Prefrontal gamma EEG activity localized in the ACC predicted the intensity of subjects’
pain ratings in the control condition. This relationship remained unchanged by hypnosis
for the subjects with low susceptibility but was abolished in highly hypnotizable subjects
following instructions of hypnosis.

4.3.4 Frontal control of cortical activities
Several accounts of the effects of hypnotic analgesia have hypothesized that the control
of pain by hypnotic analgesia is also based on activities in frontal cortical areas (for a
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review, see Vaitl et al. 2005). This hypothesis was recently tested by a study on the activa-
tion of frontal cortices and other areas involved in the processing of noxious information
in 20 highly suggestible subjects during hypnotic analgesia by means of fMRI techniques.
The experiment proper consisted of two experimental conditions: a control condition
and a condition where suggestions of hypnotic analgesia were applied. Suggestions
included relaxation, glove analgesia and the use of an anaesthetic cream. During each
condition, subjects were stimulated by heat stimuli applied to the dorsum of their right
hand using a skin Peltier thermode. Three different temperatures were used in blocks of
45 s: neutral temperature; warm stimulation; and painful heat, with blocks of warm or
painful heat followed by a block of neutral temperature. Subjects rated the intensity and
aversiveness of the whole stimulation after each condition on a standardized scale from
0 (no pain) to 6 (unbearable pain).

Result show that hypnotic analgesia significantly affected subjects’ pain. During hyp-
notic analgesia, heat stimuli were rated as significantly less painful and aversive than dur-
ing the control condition. Contrasting painful heat with warm temperature in the
control condition, we found significant activations in the contralateral primary
somatosensory cortex (S1), the primary motor cortex (M1) and the ACC. Furthermore,
significant activations were found bilaterally in the secondary somatosensory cortex (S2)
thalamus and insula, as well as ipsilaterally in the posterior cingulate cortex (PCC).
Contrasting painful heat with warm temperature under hypnotic analgesia, significant
activations were found contralaterally in S2, ACC, insula, and superior and inferior
frontal gyrus. Significant ipsilateral activations were found in the supplementary motor
area (SMA), caudate nucleus and pons. Furthermore, the direct contrast of painful heat
stimulations during hypnotic analgesia versus the control condition revealed significant
activations ipsilaterally in the prefrontal cortex (Brodmann area BA 9), S1, BA 19, and
contralaterally in the cerebellum and hippocampus (see Fig. 4.3). Contrasting the painful
heat stimulation of the control condition versus hypnotic analgesia, significant activa-
tions were found bilaterally in the thalamus, S2, insula, in the contralateral ACC, and the
ipsilateral cerebellum.

These observations demonstrate some common and some different activation patterns
during control and hypnotic analgesia in response to heat pain. During the control con-
dition, significant activations were found in well-known structures of both the lateral
(e.g. contralateral S1, bilateral S2) and the medial system (e.g. insula, ACC) of pain
processing (e.g. Rainville et al. 1997, 1999, 2002; Casey 1996; Davis et al. 1998; Chapter 12).
In the condition of hypnotic analgesia, our pre-selected, highly susceptible subjects
perceived the thermal stimulation less intensively and aversively than during the control
condition. Moreover, activation of the central nervous system was not as distributed
across the brain as under the control condition. While some regions that usually were
activated during heat stimulation were not significantly activated during hypnotic anal-
gesia, additional areas normally not activated by heat stimulation became significantly
activated during hypnotic analgesia, for example especially those at frontal cortices.
Furthermore, the inverse contrast revealed that a number of regions usually activated
when painful stimuli are processed showed significantly stronger BOLD (blood oxygen
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level-dependent) responses under the control condition as compared with hypnotic
analgesia. Based on these observations, we propose that these additional prefrontal
activations during hypnotic analgesia might have affected the processing of noxious
input so that this input became perceived as less painful.

By use of brain electrical cortical source analysis in combination with structural MRIs
of subjects’ brain, the role of frontal areas in controlling pain during hypnotic analgesia
was further investigated in a group of high suggestible subjects and compared with brain
electrical sources of pain processing during a control condition. Source analysis revealed
that 3–4 sources explained more than 80 per cent of the variance of brain electrical activ-
ity in response to painful stimulation during both conditions. All subject showed a dipole
in the ACC that explained a considerable part of the activity for the P2 component.
However, a striking difference in the distribution of the remaining dipoles was found
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Fig. 4.3 Contrast of fMRI signal during painful heat between hypnotic analgesia and the control
condition. Significantly higher activations were found in the prefrontal cortex (BA 9), the primary
somatosensory cortex S1 and the cerebellum contralateral to the stimulation (all P < 0.001).
Please see Plate 2 for a colour version of this image.
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between the control condition and hypnotic analgesia. For the control condition, addi-
tional dipoles were found bilaterally in S2 and insula, S1, and in the PCC. In contrast,
subjects under suggestion of hypnotic analgesia never showed sources in the contralat-
eral S2 or in S1 but a dipole in the right lateral prefrontal area. In all cases with this
prefrontal dipole, no dipole in S2 was observed (see Figs 4.4 and 4.5).

These data demonstrate that the effect of hypnotic analgesia on pain might at least in
part be associated with less activation of the S2/insula complex during hypnotic analgesia
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Fig. 4.5 Typical example of localized dipoles for laser-evoked potentials during suggestions of
hypnotic analgesia. The figure shows two dipoles, the first and stronger in the anterior cingulate
cortex, and a second in the right prefrontal cortex. Further explanations, see text.

Fig. 4.4 Singular value decomposition of the laser-evoked potentials during suggestions of
hypnotic analgesia and the control situation with the spatial patterns (a and c, respectively) and
the time courses (b and d, respectively). Please see Plate 3 for a colour version of this image.
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and by an additional dipole of maximal activity around 160 ms and stable activity for the
following 50 ms in the right lateral prefrontal cortex. Based on these observations and the
coherence data reported above, we postulate the effects of hypnotic analgesia to be based
on the inhibitory control of S2 activities by inhibitory input from neural sources in
prefrontal cortex.

Recent research on the question of how the brain binds together different features of
internal or external stimuli into meaningful representations has suggested that such
binding might be organized by synchronous neural activation within groups of cells with
specialized functional properties. Whereas stimuli with low complexity are assumed to
be represented by only a few such cell assemblies with restricted topographical distribu-
tion, stimuli composed of many complex features are hypothesized to be represented by
larger cell assemblies with widespread topographical organization. Since Hebb (1949), who
first suggested such functional cell assemblies, a number of studies have shown that the
assembly of each cell can be characterized by its own high-frequency oscillations. Among
the carrier frequencies identified for such oscillations, activities within the gamma band
have become the most prominent, and were demonstrated to be critical for normal condi-
tions of attention, the ability for learning and memory formation, language and meaning-
ful motor behaviours. In contrast, a breakdown of the connectivity between large groups of
cell assemblies was suggested to be a basis for the emergence of hypnotic states, and the loss
of consciousness induced by anaesthesia. Such a breakdown of coherent oscillations, very
probably organized and controlled by frontal brain areas, turns complex groups of cell
assemblies into functionally independent units and seems to be associated with serious
disturbances of stimulus representations and other cognitive and behavioural functions.
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Chapter 5

Phase-ordered gamma oscillations and
the modulation of hypnotic experience

Vilfredo De Pascalis

5.1 Introduction
Neuroscience has begun to open up a whole new perspective on the nature and causes of
hypnosis that promises to transform the field over the next few years. This has occurred for
three main reasons. First, a number of theories of brain functioning and attentional control
in hypnosis have been elaborated that can be explicitly tested using neurophysiological
methods (Woody and Bowers 1994; Ray 1997; Gruzelier 1998, 2000; Oakley 1999; Crawford
2001). Secondly, researchers have moved from studying passive resting states to experimen-
tal designs that assess brain function while participants respond to hypnotic suggestions
such as hypnosis-induced analgesia (De Pascalis and Perrone 1996; Rainville et al. 1997) and
hallucinations (Szechtman et al. 1998; Kosslyn et al. 2000). Thirdly, but by no means least,
developments in electroencephalography (EEG) analysis and functional imaging methods
have made it possible to track changes in brain functioning in greater detail than ever before.

One of the most important recent developments has been the growing appreciation of
the role of cortical oscillations for normal brain functioning. Of particular note in this
regard is the gamma frequency range (~40 Hz) some aspects of which have been pro-
posed as a neural correlate of consciousness. It is my belief that the role of gamma oscil-
lations will be a necessary feature in any complete explanation of how suggestions
operate to change conscious experience during hypnosis. However, before I describe cur-
rent research on the links between gamma activity and hypnosis, I think it will be helpful
to the reader to review briefly the account of the significance of gamma oscillations for
mental activity which has driven this programme of research.

5.2 Gamma band activity

5.2.1 Measurement and classification
The original designation of ‘40 Hz EEG’ has been used as a curtail notation for different
narrow frequency bands in the broad gamma frequency range (35–85 Hz). Highly
synchronous bursts of 40 Hz EEG activity can be recorded from the olfactory bulb
and other rhinencephalic nuclei in a number of species from catfish to man (Sheer and
Grandstaff 1970; Bressler and Freeman 1980). The bands of gamma oscillations and
specific coherent frequencies may vary among species and for different neural structures



in the same species (e.g. 46 Hz in the visual system and 38 Hz in the olfactory system of
the cat). These variations are thought to be dependent upon the different time constants
of their relevant recurrent neural networks. It is clear that oscillations at maximal ampli-
tude occur, within the limit of stability for optimal synaptic efficiency, in a narrow high-
frequency band within the gamma range. According to Sheer (1989), amplitude bursts of
40 Hz EEG are synchronized with sniffing behaviour in quadruped animals, since olfaction
is an important distance receptor and sniffing is a highly adaptive orienting response for
food, sex and exploratory behaviour. In humans, the 40 Hz event-related potential (ERP)
has been thought of as a measure of focused arousal in specific sensory circuitry and that
synchronization of this activity may reflect the manner in which the brain integrates our
thoughts and perceptions into a coherent output (Phillips and Singer 1997; Engel and
Singer 2001). For these reasons, gamma activity emerges as an obvious choice with which
to test predicted changes in attention-related brain functioning during hypnosis.

EEG gamma activity has been recorded at different levels of the brain either using
microscopic recordings (intracellular or extracellular) or using non-invasive macro-
scopic recordings. Whichever recording method is used, however, the measures that are
obtained are most usually (1) amplitude or power of the signal and (2) measures of
synchrony. The first measures the magnitude of gamma activity whereas the latter measures
refer to the extent in which gamma oscillations are in phase between pairs of recording
sites or between stimulus-dependent EEG responses (Engel et al. 1991).

There is an unfortunate terminological confusion around the word ‘synchrony’, and
many studies that claim to detect gamma synchrony actually refer to spectral amplitude
or power. The origins of this usage go back to the early days of EEG when a reduction in
alpha power at a given electrode site was referred to as desynchronization, and an
increase in power as synchronization, and the terminology arose from the assumption
that an increase in scalp EEG occurs as a result of a local increase in the synchronization
of neuronal firing. The second meaning of synchrony refers to a consistent phase rela-
tionship between the EEG recorded at distal sensor positions, and may be thought of as a
measure of functional connectivity. It is in this second sense that the term ‘synchrony’
most accurately aligns with the hypothesized role of gamma activity in the binding of
mental representations (see below) and so is most important for the study of changes in
the organization of cognitive control within hypnosis.

A useful classification of EEG gamma rhythms is given by Galambos (1992). He distin-
guished four types of gamma responses: (1) spontaneous gamma waves which are pres-
ent at any given moment in the EEG; (2) evoked gamma responses which are induced by,
and precisely time-locked to, the onset of a stimulus; (3) the induced gamma oscillations
which are initiated but not tightly time-locked to a stimulus (e.g. the enhancement of
gamma activity induced by olfactory stimuli; Freeman 1975); and (4) the emitted gamma
oscillations which represent an enhancement of gamma oscillation amplitude or power
time-locked to a stimulus that has not been presented (Basar et al. 1989 for humans;
Basar-Eroglu and Basar 1991 for hippocampal recordings in cat).

A number of methodological approaches have been employed in the study of synchro-
nous oscillations. Foremost among the traditional methods of detecting dependency
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between two signals is the calculation of the coherence function. This method is obtained
by calculating the cross-spectral density function from the Fourier components of each
of the two individual time series. The coherence is obtained by dividing (normalizing)
the cross-spectral density function with the product of each individual spectra and may
be thought of as a frequency-specific index of phase consistency. When two time series
are completely independent and show a random phase relationship, coherence is equal to 0.
When the two signals show a constant phase relationship, the coherence value equals 1.
The coherence function has proved to be a useful tool to evaluate the degree of interde-
pendence between two time series of EEG rhythms. The coherence function obtained for
the EEG gamma band, usually termed as gamma band coherence, has been widely used
in electrophysiological recordings (Bullock et al. 1995; Pfurtscheller and Andrew 1999).

However, there are several methodological limitations of coherence as an index of
functional connectivity. Coherence values depend upon the choice of reference electrode
and the phenomenon of volume conduction, by which neural sources can affect distal
recording sites (Fein et al. 1988). Coherence, as with all Fourier-based methods, is also
not suitable for use with non-stationary signals. Furthermore, coherence does not make
it possible to distinguish unambiguously between the relative contributions of phase and
amplitude covariance. Fortunately, this limit has been overcome by the development of
alternative methods which make it possible to evaluate phase relationships between sig-
nals without the confounding influence of amplitude. These two main methods include:
(1) Hilbert transform; and (2) wavelet analysis.

The Hilbert transform is a Fourier-based method that provides an estimate of the
instantaneous amplitude and phase in a given frequency band (Clochon et al. 1996). The
main alternative, wavelet analysis, permits a time–frequency decomposition of the EEG
signal that has numerous advantages over conventional Fourier analysis. Among these
are the facts that (1) it is applicable to non-stationary time series and is suitable for
detecting transients in the time series; and (2) its does not require the a priori definition
of specific frequency bands. Like the Hilbert transform, it is possible to obtain instanta-
neous estimates of phase and amplitude from wavelet analysis. Once estimates of instan-
taneous phase have been obtained, there are several methods that permit an estimate of
phase synchrony (Lachaux et al. 1999; Miltner et al. 1999). The enormous flexibility of
wavelet analysis makes it a very powerful tool for time series analysis but, because of its
greater complexity, it may lead some to prefer the simplicity and speed of the Hilbert
transform for calculating instantaneous amplitude and phase. In practice, the two
methods are broadly equivalent (Le van Quyen 2001)

5.2.2 Gamma activity and the binding problem
One of the basic questions that neuroscience has to explain is how the brain codes, repre-
sents and integrates its complex and disparate neural processes such as perception, mem-
ory, cognition and sensory awareness. The core means by which these basic processes are
integrated has been labelled the ‘binding mechanism’. Two main ‘binding’ theories have
been put forward to explain sensory awareness: the ‘grandmother cell’ and ‘distributed
coding’. The first theory (see Gross and Sergent 1992; Bauer and Dicke 1997) assumes
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that each unitary percept is the product of the activity of a pool of single cells (i.e. ‘grand-
mother neurons’) that respond to specific conjunctions of features that identify a partic-
ular object and whose firing triggers a set of synapses related to that specific perception.
Such a mechanism implies a rigid and hard-wired neural network in which the flow of
the information is channelled in a pre-determined network for that specific perception
(Barlow 1972; Singer 1995). For example, one of these cells will become active when a
person sees his/her grandmother, but not when he/she sees his/her grandfather or some
other elderly person.

A number of objections have been raised to the view that there are neurons
that respond to specific individuals, yet such cells do exist. Kreiman et al. (2000a, b, 2002)
recorded spiking activity from a neuron in the amygdala of neurological patients
who were presented pictures of actors, politicians and other known persons, buildings,
animals and other figures. The neuron fired selectively to three out of 50 pictures.
The three pictures were all images of the former President of the USA, Bill Clinton. This
neuron in the amygdala was highly responsive to a pencil drawing, an official portrait
and a group photo of Bill Clinton, and remained relatively silent to images of other
US Presidents.

The second theory about how the binding mechanism works is the ‘distributed coding’
or ‘distributed representation’ theory, supported by von der Malsburg and Schneider
(1986), which suggests that information is encoded by the spiking activity of a large, dis-
tributed group of neurons. Neurons involved in the processing of a single object will tend
to synchronize their firing with each other while they, at the same time, will simultane-
ously desynchronize from neurons not involved in the representation of that object.
In this way, different sensory contexts can involve the same neurons in different combina-
tions such that a single neuron may be involved in the representation of many different
sensory objects. In this way, the theory of ‘distributed representation’ implies a ‘flexible
capacity’ for the brain rather than the ‘limited capacity’ account of its functioning
implied by the grandmother cell theory. Studies recording EEG gamma activity in the
visual cortex of cats and primates in response to moving stimuli provide experimental
evidence for a distributed coding account of visual perception. In these animals, neurons
spatially located in different cortical columns and in the two hemispheres were seen to
synchronize their activity to the stimuli within the gamma frequency range with time lag
near to zero (Singer and Gray 1995; Engel et al. 1997).

These two theoretical views of grandmother cell versus distributed representations
have not yet been reconciled. Recently, Koch (2004) in reviewing the findings of Kreiman
et al. (2000a, b, 2002) concluded that the hypothesis that one single cell constitutes the
entire neural correlate of the percept (‘President Bill Clinton’) is not tenable since the
firing of one cortical cell is too weak strongly to activate, by itself, the other neurons to
which it is connected. For this reason, many cells are needed for a coding scheme of
objects, animals or known people. A study examining thousand of neurons in the infero-
temporal cortex of the monkey concluded that cells devoted to face selection are effec-
tively widely distributed throughout the area (Baylis et al. 1987). Other studies have
shown that information about face identity is carried by populations of face-selective
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neurons rather than by individual grandmother cells acting as feature detectors
(Gross and Sergent 1992; Rolls 1992).

It has been suggested that gamma oscillation may be the modulator for the integration
of information that is associated through synchronous neuronal firing in the gamma
frequency range (Von der Melsburg 1981; Desmedt and Tomberg 1994; Buzsaki and
Chrobak 1995), i.e. oscillations within the gamma frequency range act as a ‘carrier signal’
that establish synchronization and hence binding among widely distributed neurons.
In this way, neurons that represent the same object or event can align their firing in
synchrony with a precision of milliseconds (Konig et al. 1995). At the same time, there
should be no synchronization between cells that are not part of the same representation.
Such context-dependent synchrony has been proposed as an elegant solution to explain
the binding mechanisms for sensory awareness.

Many authors share the view that sensory awareness is one of the facets of con-
sciousness that is most easily subjected to theoretical explanation (Crick and Koch
1990; Delacour 1997; Young and Pigott 1999). There is general agreement that the
physiological expression of sensory awareness includes all the processes necessary for
sensory intake (arousal, feature detection, differentiation or segmentation, and working
memory). In this respect, Engel and Singer (2001) proposed that all these processes
either require or modify the operation of neuronal binding and for this reason these
authors proposed neuronal synchrony in the gamma frequency range as a necessary
mechanism to enable sensory awareness. This binding process is manifested in the time
domain by transient and precise synchronization of the widely distributed neuronal
activities.

5.2.3 Gamma activity and states of consciousness
Gamma oscillations not related to any specific stimulus have been observed in studies
with anaesthetized animals (Sil’kis and Bogdanova 1999) and in the electrocortigram of
humans recorded in the medial temporal lobe during the resting waking state (Hirai et al.
1999). Spontaneous gamma activity has been found in many studies to correlate with
changing stages of the sleep/wake cycle (Llinas and Ribary 1993; Achermann and Borbély
1998; Gross and Gotman 1999; Ferri et al. 2000). The most robust associations are found
with rapid eye movement (REM) sleep and the alert awake state. These findings indicate
that spontaneous gamma oscillations may play a role in conscious processing, most plau-
sibly in object representation, since both waking and dreaming conditions require the
representation of objects. The association of gamma activity amongst distant regions in
the cortex with brain states characterized by conscious awareness such as REM sleep and
waking is consistent with the idea that gamma oscillations serve the function of integra-
tion or binding the diverse elements of unified phenomenal representations, i.e. the
objects of awareness. In particular, Singer has suggested that conscious awareness itself
might be unified by means of spatially distributed synchronous oscillations (Singer
1998). This hypothesis was advanced as an extrapolation of the binding account of per-
ceptual representations to the wider phenomenal awareness of those objects, including
components of awareness such as arousal, segmentation, selection and working memory
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(Engel and Singer 2001). Engel et al. (1999) cite binocular rivalry studies in which
perception of an object is associated with gamma synchronization.

Though plausible claims linking gamma oscillation with changes in consciousness
(which inform the approach taken here) must be made cautiously because there is no
method of directly measuring subjective awareness, and external input and output cues
are not present in the recorded spontaneous activity. For these reasons, the extension of the
binding hypothesis from object representations to states of conscious awareness has been
considered by Hardcastle (1997) as a weak hypothesis. Hardcastle argues that the gamma
synchrony–binding–consciousness hypothesis is a very different proposal from the gamma
synchrony–binding–object representation hypothesis, although they are often confused.
The binding hypothesis is plausible in relation to object representation because the brain
processes being bound all have in common the representation of the attributes of one
object; however, it remains logically possible that the brain processes underlying conscious-
ness per se remain distinct from the representations which they take as their objects.

Despite this caveat, recent studies using EEG gamma activity during different types of
meditation provide clear evidence that gamma activity and the location of activated
brain regions parallels self-induced alterations in conscious states. In particular,
Lehmann et al. (2001) studied the EEG activity of an experienced meditator in order to
test whether subjectively different meditations are associated with the activity of different
neuronal ensembles working at the gamma (35–44 Hz) frequency band. The analyses
yielded converging results, describing significantly different brain regions as active dur-
ing the different meditations that the subject described as clearly different subjective
states. Moreover, two of the spatial patterns of activation associated with the phenome-
nologically distinct, volitionally induced meditative states were consistent with known
functional anatomy. The authors suggested that their findings confirm a key role for
brain electric activity of the gamma frequency band in the mechanisms implementing
states of consciousness, and they emphasized that gamma activity may reflect a ‘focused
arousal’ in task-relevant neural circuitries. This conclusion is in line with the assumption
that rhythmic synchronization of neuronal discharges may act as a link between and
within areas involved in a given network.

In a more recent study, Lutz et al. (2004) found that long-term Buddhist practitioners
self-induced sustained high-amplitude EEG gamma band oscillations and phase
synchrony during meditation. These gamma patterns over lateral frontoparietal elec-
trodes were found to be different from those of controls. Moreover, the ratio of gamma
band activity (25–42 Hz) to slow oscillatory activity (4–13 Hz) over medial frontopari-
etal electrodes, which was initially higher in the resting baseline before meditation for the
practitioners than the controls, was found to increase sharply during meditation over
most of the scalp electrodes and also remains higher than the initial baseline during a
baseline period after meditation. Robust gamma band oscillation and long-distance
phase synchrony were also reported during the generation of a ‘non-referential compas-
sion’ meditative state. These phenomenological differences suggest that these various
meditative states (those that involve focus on an object and those that are objectless) may
be associated with different EEG oscillatory signatures.
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5.3 Gamma band activity and hypnosis

5.3.1 Hypnotizability
The hypothesis for a link of gamma (40 Hz) activity with individual hypnotic respon-
siveness (hypnotizability) was first proposed by De Pascalis et al. (1987; see also
De Pascalis et al. 1989). The rationale for this hypothesis was based on two earlier propos-
als. First, according to Hilgard’s (1977) neodissociation theory, a high level of hypnotic
susceptibility was mainly attributed to the high absorption abilities of these people in
eliminating sources of irrelevant stimulations and to focus on relevant information.
Secondly, the 40 Hz EEG signal was suggested as the physiological marker of focused
arousal (Sheer, 1970, 1976, 1984; Makeig and Inlow 1993; Steriade et al. 1993; Tiitinen et al.
1993). Sheer (1976, 1989) developed the psychophysiological construct of ‘focused
arousal’ as a first-order functional component in attention, specifying its brain circuitry
and its direct electrical measurement operationalized on spontaneous 40 Hz EEG activity.
De Pascalis (1999) argued that if gamma synchronization serves as an operator which
links or binds otherwise scattered activity in the central nervous system into coherent
functional states and if highly hypnotizable people, during hypnosis, are characterized by
a greater ability to shut off irrelevant stimuli and to focus their attentional resources on
the most relevant of information then, after hypnotic induction, an increased level of
synchronized gamma activity should be observed in highly hypnotizable people in
response to hypnotic suggestions.

Thus, in one of the first studies of gamma activity and hypnosis (De Pascalis et al.
1987), it was predicted that highly hypnotizable individuals, both inside and outside of
hypnosis, should exhibit more pronounced spontaneous gamma activity as compared
with individuals with a low susceptibility to hypnosis. A further hypothesis of this study
was that highly hypnotizable subjects have a greater capacity to recollect positive and
negative emotional life events and to access affect in a waking condition. Moreover, if this
hypothesis was confirmed, we expected to find more affect-related hemispheric asymme-
tries of gamma activity in highly hypnotizable individuals during affective recall. This
study disclosed a lower overall gamma density in highly hypnotizable individuals, as
compared with those with a low susceptibility. This finding was in the opposite direction
of the hypothesis. However, highly hypnotizable subjects, in comparison with those with
a low susceptibility, were found more able to access memories of emotional events, and
this finding was paralleled, in highly hypnotizable subjects, by an increase of gamma
density over both left and right hemispheres during recollection of positive emotional
events, whereas they showed reduced gamma activity over the left and increased activity
over the right hemisphere during recall of negative emotions. These findings were also
confirmed in a later study carried out in our laboratory (De Pascalis et al. 1989) with
subjects asked to recall in the hypnosis condition. In particular, highly hypnotizable sub-
jects, who were more able to access affects during hypnosis, reported greater emotional
feeling than did those with a low susceptibility. After hypnotic induction, highly hypno-
tizable subjects displayed significantly lower gamma density than did those who were not
highly hypnotizable. Finally, more pronounced gamma hemispheric asymmetries during
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recollection of emotional events were found during hypnosis, as compared with the wak-
ing condition, in highly hypnotizable subjects. For these subjects, there was an increase of
gamma density over both left and right temporo-parietal–occipital junctions for recall of
events with positive affect, whereas for events with negative affect these subjects showed a
density increase in the right with a density decrease in the left hemisphere regions. These
results appear to contradict those obtained in an early study by Akpinar et al. (1971) and
Schnyer and Allen (1995) who found greater 40 Hz spectral amplitudes in subjects
who were highly hypnotizable as compared with those with a low susceptibility. However,
our findings appear in line with an account of hypnosis that proposes impaired
attentional control after a generic hypnotic induction that does not entail specific sugges-
tions devoted at focusing attention on specific mental imagery tasks (Gruzelier 1990;
Crawford and Gruzelier 1992; Hilgard 1992; Woody and Bowers 1994). In cases where
specific instructions are given, the suggested experience is better able to be focused on by
highly hypnotizable subjects, and the concomitant gamma EEG activity increases or
decreases, respectively, in the more engaged or less engaged hemisphere according to task
requirements.

The dual attentional model of Tucker and Williamson (1984) adopted by Gruzelier
(Gruzelier et al. 1984; Gruzelier and Warren 1993) to account for changes in neuropsy-
chological test performance observed in hypnosis may also be able to explain the task-
related hemispheric asymmetries observed in the study of De Pascalis et al. (1989).
According to this model, the left hemisphere is more involved in selective or focal atten-
tion and the right in ‘sustained’ attention. Our results can be explained assuming that the
memories of positive affects may require the enhancement of activity in both hemi-
spheres: the left to recall from memory and to analyse the positive emotional material
and the right to monitor if the left has received information. The recollection of negative
emotional experiences may produce a decrease in the left hemisphere activity because the
negative connotation of the recollected material per se tends to reduce the focus of atten-
tion that is mainly under the control of the left hemisphere. It may be noteworthy that
differences in hypnotic ability are associated with the patterning of EEG hemispheric
response to negative and positive affect.

5.3.2 Hypnotic induction and dissociation
The theory of dissociated control (Bowers 1990, 1992) explains hypnotic behaviour as
arising from a disruption in the functioning of the supervisory attentional system, draw-
ing parallels with explanatory models of frontal lobe disorders. This suggests that hypno-
sis will be characterized by changes in the functional engagement of frontal lobe regions.
Other researchers examined neuropsychological tests to assess left and right hemispheric
activity during hypnosis (e.g. Cikurel and Gruzelier 1990; Gruzelier and Warren 1993;
Gruzelier 1996). Gruzelier and co-workers reported that parallel with left frontal inhibi-
tion, right posterior brain functions may become enhanced as the subject enters a condi-
tion of receptivity and vivid imagery (e.g. Crawford 1990; Gruzelier 1990; Jutai et al.
1993; McCormack and Gruzelier 1993). Guided by these neurophysiological and dissoci-
ated control models of hypnosis, I carried out hypnosis studies first to evaluate EEG
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concomitants of generic hypnosis induction and then to validate the assumption that
highly hypnotizable subjects have a greater cognitive and physiological flexibility in the
allocation of processing resources (e.g. highly hypnotizable individuals exhibiting a
greater ability to shift from one strategy to another in response to task requirements).

The association of hypnotic induction and hypnotizability on left and right hemi-
sphere 40 Hz EEG activity was evaluated in our laboratory in two separate investigations
(De Pascalis and Penna 1990; De Pascalis 1993). In the first study (De Pascalis and Penna
1990), changes in gamma EEG density production during hypnotic induction and during
the administration of Stanford Hypnotic Susceptibility Scale, Form C (SHSS: C;
Weitzenhoffer and Hilgard 1962) items were examined in subjects highly susceptible or
not to hypnosis. Highly hypnotizable subjects showed an increase of gamma activity
across both hemispheres at the beginning of the hypnotic induction as compared with a
baseline resting condition. Moreover, they then showed a decrease of gamma activity
over the left and an increase over the right hemisphere during the end of hypnotic induc-
tion. A reduction of gamma density in both hemispheres characterized the subjects with
low susceptibility. These findings were seen by the authors as in agreement with
Gruzelier’s (1986, 1988) neuropsychological model of hypnosis, where the inhibition of
the initially dominant left hemisphere activity and the release of right hemisphere
processes characterize the hypnosis condition.

In a later study by De Pascalis (1993), EEG spectral amplitude changes across high and
low divisions within theta, alpha, beta and gamma frequency bands were examined
during hypnotic induction and hypnotic testing. In waking eyes-open and eyes-closed
conditions preceding hypnotic induction and during hypnotic induction, highly hypno-
tizable subjects displayed a 40 Hz EEG activity of greater amplitude compared with those
subjects with a low susceptibility at frontal, central and posterior locations. Highly
hypnotizable subjects, during the hypnotic dream instruction, displayed greater 40 Hz EEG
amplitude in the right hemisphere with respect to the left hemisphere. This difference
was even more pronounced over posterior scalp recordings.

Finally, one of the most interesting findings of this study was that among highly
hypnotizable individuals, beta2 amplitude in the early hypnotic induction was greater in
the left hemisphere as compared with the right and, as the induction proceeded, the
activity of this hemisphere was inhibited, resulting in the hemispheres becoming similar.
Beta2 (20–30 Hz) is a high-frequency band lying immediately below the start of the
gamma band. The temporal dynamics of beta and gamma have been shown to be intrin-
sically linked in the ‘encoding’ of active perceptual representations into longer term
memory structures (Haenschel et al. 2000). This significant, although post hoc, finding
appears to be in agreement with the frontal inhibition model proposed by Gruzelier et al.
(1984). In general, our findings support those of other researchers who posit a relation-
ship between hypnosis and frontal inhibition (Gruzelier and Warren 1993; Jutai et al.
1993; Gruzelier 1996) as well as other studies in which beta activity was found to
discriminate task performance between subjects with high and low susceptibility to hyp-
nosis (Meszaros et al. 1986, 1989; Sabourin et al. 1990; Sebastiani et al. 2003). In particular,
changes in activity in the gamma band and the closely related high beta band have
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demonstrated their importance as a window on the changing organization of brain
dynamics in hypnosis.

5.3.3 Perceptual alterations in hypnosis
Another important hypnotic phenomenon in which gamma band dynamics may be
expected to play a crucial role is that of negative hallucination. Highly hypnotized indi-
viduals can be presented with noxious stimuli such as pain or the smell of ammonia and,
upon suggestion, abolish characteristic aversive reactions including subjective negative
experiences. It is of great practical and theoretical importance to understand the manner
in which an individual can create experiences such as positive and negative hallucina-
tions. In other words, how does hypnosis modulate perceptual processing within the
brain? According to Spiegel and Vermutten (1994), when subjects in hypnosis are fully
‘absorbed’ in perceptual imaginative or ideational experiences, cognitive resources are
fully allocated to the central task, while information out of the attentional focus is disso-
ciated from conscious awareness. Spiegel and Vermutten (1994) have defined hypnosis as
a controlled and structured dissociation that provides a model for exploring neurophysi-
ological correlates of dissociative processes.

Electrophysiological studies have repeatedly demonstrated changes in the amplitude of
ERPs consistent with hypnotically suggested alterations in perception. Examples can be
found in the studies on hypnotic modulation of ERPs to visual perceptual stimuli
(Spiegel et al. 1985; Spiegel and Barabasz 1988; De Pascalis 1994; Jasiukaitis et al. 1996)
and somatosensory stimuli (Spiegel et al. 1989; De Pascalis and Carboni 1997; De Pascalis
et al. 1999, 2001). Spiegel et al. (1985) reported that highly hypnotizable individuals
produced significant amplitude reductions in the P100 and P300 components of the
visual ERP in response to a hypnotic suggestion of an obstructive hallucination blocking
view of the stimulus. P300 reduction was also reported to somatosensory stimulation
after a suggestion of hypnotic numbness (Spiegel and Barabasz 1988; Spiegel et al. 1989).

In recent years, a number of studies have reported coherent oscillatory gamma band
responses to auditory stimuli (Pantev et al. 1991; Basar et al. 1999) appearing shortly
after stimulus onset, as well as in the P300 latency range (Basar-Eroglu and Basar 1991;
Gurtubay et al. 2001). Unfortunately, due to the different stimulation, recording and
analysis methods used, the time evolution and distribution of gamma activities is not as
clear as they should be. However, using the time–frequency analysis in the gamma band
during auditory oddball paradigms, Gurtubay et al. (2004) found, only after target audi-
tory stimuli, a later (250–400 ms) phase-locked gamma response (33–45 Hz) range, with
maximal scalp projection over midline electrodes. This oscillatory burst had similar
latencies to the P300, and was suggested to reflect later stimulus context processing. This
conclusion was derived from a positive correlation between this phase-locked gamma
response and the latency of the P300 wave. This relationship was mediated by attention
since it was only significant during a counting targets condition.

In a study by Haig et al. (1999), a significant positive correlation between peak gamma
latency (37–41 Hz, occurring at about the same time as the P300 component of the
ERPs) and reaction time was obtained in a conventional cognitive ERP paradigm.
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A potential link between arousal, information processing and integrative network
activity was observed by Gordon and Haig (2001) and by Haig et al. (2000a). Using a new
method quantifying phase synchronization of gamma oscillations, these authors found
that responses to oddball target stimuli consisted of two bursts of synchronous gamma
oscillations, an early and a late response, the first being elicited by only the background
stimuli. Early and late gamma synchrony was found to correlate with the amplitude of
the N100 and P300 ERP components, indicating a potential link between arousal, infor-
mation processing and integrative network activity.

It has been reported for the auditory modality that gamma activity occurs after but not
during the P300 (Marshall et al. 1996; Fell et al. 1997). A relative independence was
observed between a phase-locked oscillatory activity (20–35 Hz) to visual grating oddball
stimuli and P300 by Sannita et al. (2001). Gamma activity phase-locked to the stimulus
was recorded at occipital locations with time dynamics anticipating the visual evoked
potentials The low-frequency components (8–10 Hz) of the P300 recorded at central
sites were almost totally phase-locked to the stimulus, while gamma activity at the central
location did not vary over time in amplitude and was mostly non-locked to the target
stimulus. These findings were seen as indicating a role for the gamma band oscillatory
responses in visual information processing

In a very recent study by Kranczioch et al. (2006), gamma band responses to target and
standard stimuli were investigated in two experiments using a rapid serial visual presen-
tation oddball paradigm. Significant target modulations were observed for the P300 of
the ERP, and a later increase of induced (i.e. not phase-locked) gamma activity occurred
at a time when the P300 was already descending. Thus, the expected significant correla-
tion between the P300 amplitude and the magnitude of the induced gamma band
response was not obtained. However, the coincidence of the induced gamma response
with the P300 decay is consistent with the notion that gamma band activity might be
suppressed by the P300 (Fell et al. 2002). Conceptually, the induced gamma band
response was thought to reflect utilization of information derived from previous process-
ing steps for future performance or memory storage, as suggested in the ‘match and uti-
lization’ model of gamma activity. From the perspective of this chapter, it will be an
important goal of future work to address the relationship between the functional and
physiological processes underlying the P300 evoked potential and gamma band cortical
oscillations in order to grasp the broader picture of hypnosis-related brain dynamics.

Another line of EEG research is oriented towards understanding how suggestions of
analgesia in hypnosis modulate the perception of pain. Croft et al. (2002) conducted a
study in which EEG spectral power (8–100 Hz range) was measured to painful electric
stimuli delivered using an oddball paradigm. Gamma activity (32–100 Hz) over pre-
frontal scalp sites predicted subject pain ratings in the control condition. Source analysis
with LORETA indicated that this pain-linked gamma activity was generated in the region
of the anterior cingulate cortex (ACC). This pain–gamma relationship was not altered by
hypnosis in subjects with a low susceptibility to hypnosis but disappeared during hypno-
sis and hypnotic analgesia in the highly hypnotizable subjects. This pattern of findings
was interpreted supporting the view that hypnosis disrupts a high-order frontal attention
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system involving the ACC. This interpretation is in line with findings showing that highly
hypnotizable subjects, but not those with low susceptibility, exhibit impaired attentional
control (i.e. deteriorated error performance on the Stroop task) after hypnotic induction
(Kaiser et al. 1997; Nordby et al. 1999; Jamieson and Sheehan 2004).

In recent studies carried out in our laboratory (De Pascalis et al. 2004; De Pascalis and
Cacace 2005), a new method for evaluating phase-ordered gamma patterns in the time
domain was used (Maltseva et al. 2000). Somatosensory event-related phase-ordered
gamma oscillations (38–42 Hz) to painful electric stimuli using an oddball paradigm
were analysed in 13 subjects with high, 13 with medium and 12 with low susceptibility to
hypnosis during waking, hypnosis and post-hypnosis conditions. In each of these condi-
tions, subjects received a suggestion of focused analgesia directed to produce an obstruc-
tive hallucination of stimulus perception. A no-analgesia treatment served as a control.
After hypnosis, a post-hypnotic suggestion was given to draw waking subjects into a deep
hypnosis with eyes opened. Correlational analysis of EEG sweeps of each individual
revealed brief intervals of phase-ordered gamma patterns, preceding and following
stimulus onset. Highly hypnotizable subjects, but not those with medium or low suscep-
tibilty, produced significant reductions of phase-ordered gamma activity over both
frontal and central scalp sites during focused analgesia in both hypnosis and post-hypnosis
conditions, as compared with a painful control condition. The reductions in highly hyp-
notizable individuals were paralleled by significant reductions in pain and distress rat-
ings. The significant reduction of fronto-central gamma synchrony during suggested
analgesia in hypnosis is consistent with earlier electrophysiological studies reporting the
blocking of visual stimulus perception (Spiegel et al. 1985; Spiegel and Barabasz 1988;
De Pascalis 1994) or the perception of noxious somatic stimulation due to suggestions of
obstructive hallucination (Spiegel et al. 1989; De Pascalis et al. 1999, 2001; Ray et al.
2002). Obstructive hallucination may evoke an inhibitory process in the brain capable of
modulating early perceptual processing. The precise nature of these inhibitory processes
(e.g. whether they are global or specific) and the identification of the underlying cortical
networks remain an important focus for future research.

5.3.4 Schizotypy and hypnotizability
Experimental evidence for dysfunctional gamma activity in other conditions in which
perceptual experience may be disturbed also has the potential to provide insights into the
dynamics of gamma activity during hypnosis. Llinas et al. (1999), using magnetoen-
cephalography (MEG) recording during an eyes-closed relaxation period in a heteroge-
neous group of neurological and psychiatrìc patients, observed that psychotic ‘positive
symptoms’ were associated with increased gamma activity compared with controls.
These authors proposed that in these patients, dysfunctional gamma activity is the product
of an underlying thalamo-cortical dysfunction. According to this view, positive symp-
toms may reflect the generation of cognitive experiences out of context with the external
world and/or unintentional motor behaviour. Although there has been relatively little
research to date on gamma activity and psychopathology, the findings suggest that,
depending on the content, dysfunctional mental states can be associated with either
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increased or decreased gamma activity. In particular, disturbances of integration of
sensory input with stored information have been implicated in schizophrenia (Hemsley
1996; Gray 1998; Andreasen et al. 1999; Gruzelier 2003). If gamma synchrony plays a key
role in the ‘bínding’ or integration of brain functions, such as perception and action
(Phillips and Singer 1997), then it may be hypothesized that schízophrenia will involve a
disruption in synchronous gamma activity entailing multiple ‘binding errors’ in the inte-
gration of cognitive activities across engaged brain regions. Haig et al. (2000b) reported
reduced gamma activity in response to target stimuli in an auditory oddball paradigm in
patients with schizophrenia. In this study, a significant decrease was observed in the
amplitude of late gamma across frontal and left hemisphere sites and an increase over
parieto-occipital and right hemisphere sites in patients with schizophrenia. In a later
study, Lee et al. (2001) observed that reductions in early gamma power, in schizophrenic
patients, were most pronounced in the right hemisphere in response to novel stimuli that
are associated with increased phasic arousal.

Although studies of gamma activity in schizophrenia have mainly revealed a reduction
in gamma activity, intense hallucinations have been associated with even higher (rather
than decreased) gamma power (Baldeweg et al. 1998). Gordon et al. (2001), using the
Positive and Negative Syndrome Scale (PANSS; Kay et al. 1986) reported that ‘reality
distortion’ (hallucinations and delusions) was also associated with increased gamma
activity, whereas ‘psychomotor poverty’ (deficit negative symptoms) was related to
reduced gamma activity. Thus heterogeneous symptoms of schizophrenia may be
accounted for by abnormal increases in bindings (‘binding errors’) or exorbitant infor-
mation processing underlying ‘reality distortion’ and positive symptoms of ‘disorganiza-
tion’ or distinct reductions in binding (minimum cognitive activity underlying
‘psychomotor poverty’ and negative symptoms of ‘disorganization’). The gamma findings
reported by Baldeweg et al. (1998) led Vernon et al. (2005) to examine fast frequency
EEG oscillations including gamma in relation to unreality experiences in normal sub-
jects. These authors found that a non-clinical group of participants exhibiting high
scores on the unreality subscale of the Personality Syndrome Questionnaire (PSQ;
Gruzelier 1996; Gruzelier et al. 2006) show delayed habituation of non-phase-locked
gamma and slow beta activity, relative to those with low scores. The initial gamma burst
is believed to reflect a comparator process activating associative memories of the stimulus
(Miltner et al. 1999; Rodriguez et al. 1999; Haenschel et al. 2000), with the subsequent
slow beta activity reflecting the activation of short-term memory and habituation
processes (Tallon-Baudry et al. 2001). This has led to the suggestion that abnormal habit-
uation may represent a trait marker of psychotic vulnerability.

The concept of schizotypy was proposed as a continuum of emotional and
cognitive–behavioural tendencies across the ordinary population corresponding to person-
ality dimension traits paralleling the main symptoms of schizophrenia (Claridge 1985).
A generally recognized dimension amongst the different measures of schizotypy is the
factor labelled ‘unreality experience’ (Gruzelier 1996; Gruzelier and Doig 1996) which
describes symptom-like cognitive and perceptual experiences such as perceptual distor-
tions and magical thinking. A phenotypic similarity between hypnotizability and unreality
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experience may be observed in the experience of parapsychological phenomena or aber-
rant distortions in the sense of self (Wilson and Barber 1983). A reliable finding among
studies is that individuals with high hypnotizability or perceptual suggestibility, as com-
pared with those with low susceptibilty, also display higher frequency, faster latency and
greater intensity of a number of perceptual illusions. Perceptual illusions related to hyp-
notizability include autokinetic movement (Wallace et al. 1974), the Ponzo illusion
(Miller 1975) and the Necker Cube and Schroeder Staircase illusions (Wallace et al. 1976;
Wallace 1986; Kruse and Gheorghiu 1992; De Pascalis et al. 1995; De Pascalis 2000).
Similar findings were also obtained by Crawford et al. (1993), Spanos et al. (1989) and
Nadon et al. (1987). These important and reliable findings must be incorporated within
any comprehensive theory of hypnosis.

Kruse and Gheorghiu (1992) reported significant and positive correlations between
the rate of apparent perceptual change measured both by stroboscopic alternative move-
ment and by binocular rivalry with a measure of sensory suggestibility [Sensory
Suggestibility Test (SST) by Gheorghiu and Rehyer 1982]. The amount of hysteresis
(i.e. the tendency to persist in one stable state) was also found to be negatively correlated
with SST scores. A link between perceptual multistability and sensory suggestibility, cogni-
tive flexibility and schizophrenia has been proposed by Kruse and Staedler (1995). In a study
by De Pascalis et al. (1995), direct evidence of the hypothesized link between an individ-
ual level of inner systemic instability and SST was found by using EEG gamma (40 Hz)
recordings during visual perception of multistable patterns (Thièry Blocks, Necker Cube
and Schröder Staircase). Subjects with high SST scores, while they experienced percep-
tual reversal phenomenon, exhibited a 40 Hz amplitude reduction in the left frontal lead
during the 500–250 ms time interval that preceded the subject’s signal of the experienced
reversal (t = 0). These subjects also displayed a significant left hemisphere increase in
gamma over temporo-parietal leads. This last effect was found to be significant for
Thièry Blocks during the 500–250 and 250–0 ms pre-response signal time intervals. The
Schröder Staircase task showed a similar effect during the 250–0 ms pre-response signal
time interval. Subjects with low SST scores did not show reliable hemispheric asymme-
tries across pre-response signal time intervals that were associated with the perceptual
reversal phenomenon.

Experimental evidence has also been given suggesting a link between hypnotizability
and cognitive flexibility or creativity as consequences of schizotypy (Crawford and
Gruzelier 1992; De Pascalis 1999, 2000). Jamieson and Gruzelier (2001), using a modified
form of the Harvard Group Scale of Hypnotic Susceptibility (HGSHS; Shor and Orne
1962) and the schizotypy items of the PSQ, hypothesized that responses to positive
attributes of schizotypy, in the direction of perceptual and cognitive reality distortion,
would be positively associated with hypnotic susceptibility. A subset of 15 schizotypy
items was found to be significantly correlated with hypnotic susceptibility. These items
formed a subscale which was found to correlate 0.43 with the modified HGSHS: A.
Among the three PSQ component syndromes, activation, withdrawal and unreality,
those described as ‘positive’ features of schizotypy, i.e. the activated or unreality compo-
nents, were the items significantly correlated with hypnotic susceptibility. However, in an
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Italian sample of women psychology students (Gruzelier et al. 2004), a different pattern
of correlation coefficients was obtained between PSQ items and the more cognitively
loaded SHSS: C. In the Italian study, the presence of significant correlations with unreal-
ity cognitive items, and the absence of a significant correlation with withdrawn scale
items, suggested heterogeneity in both schizotypy and hypnotizability constructs. Future
electrophysiological research is required in order to unravel the intriguing possibility that
the ‘unreality experience’ dimension of schizotypy and the various objective measures of
susceptibility to perceptual illusions may be linked to hypnotizability through common
factors in the organization of fast frequency (gamma) cortical oscillations.

5.4 Summary and conclusions
This chapter provided experimental evidence suggesting that synchronization in
EEG gamma band oscillations (40 Hz EEG) play an essential role in the neural correlates
of consciousness. Within this context, a number of methodological approaches employed
in the study of synchronous oscillations have been described, briefly, in addition to some
terminological issues and limitations of EEG gamma measures of consciousness.

In broad outline, neuronal synchrony in the gamma frequency range has been pro-
posed as a binding mechanism enabling sensory awareness. The association of gamma
activity amongst distant regions across the cortex with conscious awareness is consistent
with the assumption that gamma oscillations are related to focal arousal, subserving the
integration or ‘binding’ perceptual elements into unified representations (Singer 1998).

The central hypothesis advanced in this chapter assumes a link of synchronized
gamma (40 Hz) activity with individual hypnotic responsiveness (De Pascalis et al. 1987;
see also De Pascalis et al. 1989). This hypothesis has been discussed in relation to the role
of hemispheric functioning and the recollection of positive and negative emotional
events vis-à-vis individual differences in hypnotic ability. More specifically, findings
regarding the P300 component of the ERP and the gamma band response have been
discussed, suggesting that obstructive hallucination in hypnosis clearly affects the organ-
ization of higher brain functions. This conclusion is derived from findings showing a
more pronounced P300 peak reduction during obstructive hallucination in hypnosis and
from the evidence that the pain–gamma relationship found in the waking state disap-
peared during hypnotic analgesia in the highly hypnotizable subjects. This pattern of
findings was seen as indicating that hypnosis disrupts a high-order attention system reg-
ulated by frontal lobe networks. The results of pain studies, in particular, indicated that
the attentional demands required by hypnotic suggestions play a critical role in evoking
altered brain states. The focused attention mechanisms involved in producing obstruc-
tive hallucination induce functional changes in specific regions of the brain consisting of
the activation of cognitive systems and the reduction of perceptual-emotional systems.
The evidence reviewed in this chapter suggested an inhibitory process associated with
hypnotic analgesia in highly hypnotizable subjects. This inhibitory process is assumed to
be of a global rather than specific nature, considering the variety of conditions and range
of suggestions that produce hypnotic analgesia. The inhibitory process associated with
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hypnotic analgesia is consistent with the dissociated control model proposed by Bowers
(1990, 1994). Thus, the obstructive hallucination of tonic painful stimulation may prime
dissociated control in hypnosis, since it requires less cognitive effort for pain reduction.
Several recent findings from our laboratory are consistent with this view by showing a
significant reduction in fronto-central gamma synchrony during suggested analgesia in
hypnosis. This reduction is likely to indicate that obstructive hallucination in hypnosis
primes an inhibitory process in the brain capable of modulating early perceptual
processing. How this is done remains an important issue for future research that should
highlight the relationship between the functional processes underlying the P300 compo-
nent of the ERP and those underlying EEG gamma band cortical oscillations

A final tentative proposal was advanced based on the relationship between changes in
EEG gamma synchrony associated with positive or negative symptoms in schizophrenia
and changes in normal subjects reporting high unreality experiences on the PSQ ques-
tionnaire. In conjunction with recent results from studies examining the relationship
between hypnotizability and cognitive flexibility or creativity, as consequences of schizo-
typy, it was proposed that further electrophysiological research should seek to identify
the broader system which modulates fast frequency (gamma) cortical oscillations which
may in turn be playing a principal role in regulating the experiences associated with both
the ‘unreality experience’ dimension of schizotypy and hypnotizability.
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Chapter 6

Hypnosis and the unity 
of consciousness

Tim Bayne

6.1 Introduction
Hypnosis appears to generate unusual—and sometimes even astonishing—changes in
the contents of consciousness. Hypnotic subjects report perceiving things that are 
not there, they report not perceiving things that are there, and they report unusual 
alterations in the phenomenology of agency. In addition to apparent alterations in the
contents of consciousness, hypnosis also appears to involve alterations in the structure 
of consciousness. According to many theorists—most notably Hilgard—hypnosis
demonstrates that the unity of consciousness is an illusion (Hilgard 1977).

The hypnotic phenomenon that bears most directly on the unity of consciousness 
is known as the ‘hidden observer’ (Knox et al. 1974; Hilgard et al. 1975, 1978; Crawford 
et al. 1979; Spanos and Hewitt 1980; Laurence and Perry 1981; Nogrady et al. 1983;
Spanos 1983; Spanos et al. 1983, 1985a; Zamansky and Bartis 1985). In a typical hidden
observer experiment, the subject is hypnotized and informed that he or she will be
amnesic for some stimulus, typically pain produced by immersion in icy water (cold-
pressor pain). The subject is then given a ‘hidden observer’ induction, on the model of
the following:

When I place my hand on your shoulder, I shall be able to talk to a hidden part of you that knows
things that are going on in your body, things that are unknown to the part of you to which I am
now talking. The part of you to which I am now talking will not know what you are telling me or
even that you are talking.

(Knox et al. 1974, p. 842)

A common finding is that highly hypnotizable subjects appear to be amnesic for 
the target stimulus when required to report via normal methods, but when given the 
hidden observer cue their reports are akin to those they give in conditions of hypnosis
without amnesia. Such subjects appear to have a hidden part of them that is aware of
the stimulus, just as the hidden observer induction suggests! This is a tempting conclusion,
but we will find that there are reasons to resist drawing it.

6.2 Two models of the hidden observer
Although Hilgard was the first to use the term, the hidden observer phenomenon pre-dates
his work by some considerable time. Alfred Binet discussed automatic writing in his



Double consciousness (1889–1900), as did William James in his Principles of psychology
(1890). James took the phenomenon to demonstrate that ‘in certain persons, at least, the
total possible consciousness may be split into parts which coexist but mutually ignore
each other, and share the objects of knowledge between them’ (James 1890, p. 206).
Morton Prince (1909) used the term ‘co-consciousness’ to refer to the relationship that
experiences have when they are split off from each other and no longer occur within a
single stream of consciousness.1

It is not hard to have some sympathy with these conclusions. The hidden observer phe-
nomenon does tempt one to think that the subject has a divided or split consciousness—that
he or she has lost the normal unity of consciousness. But what exactly might it mean to talk
of consciousness being ‘split into parts’? Indeed, what do we mean here by ‘consciousness’?

It is notoriously difficult to provide an illuminating and non-question-begging 
explication of the notion of consciousness. Perhaps the best that one can do is to say that
there is ‘something it is like’ to have a (phenomenally) conscious mental state (Nagel
1974). Conscious states differ from unconscious states in that there is something it is 
like to have the former but there is nothing it is like to have the latter. Conscious states
also differ from each other in terms of their phenomenal character. What it is like to hear
a sound differs from what it is like to see a dog, and both of these states differ from what
it is like to feel pain.

Just as ‘consciousness’ is variously understood in the literature, so too is the ‘unity 
of consciousness’. Some authors use the term to refer to the thesis that the contents of
consciousness must be consistent at a time. Other authors use the term to refer to a sense
of self-consciousness—the sense that all of our experiences are our own. Still other
authors use the term to refer to the availability of the contents of consciousness to a wide
range of consuming systems. I use the term to refer to the thesis that the simultaneous
conscious states of a person occur as parts (components, aspects) of a single field of con-
sciousness (Dainton 2000; Bayne and Chalmers 2003). My visual, auditory, tactile, cogni-
tive, emotional and agentive experiences do not occur as phenomenal atoms but are
unified in a single global field of consciousness; they are mutually phenomenally unified.

The proponent of what I will call the ‘two-streams model’ argues that this global unity is
lost in the hidden observer context, and perhaps in hypnosis more generally. According to this
model, hypnotic subjects manifesting a hidden observer enjoy two streams of consciousness
at once—a ‘central’ stream and a ‘hidden observer’ stream. The subject’s overt reports are
guided by conscious states in their central stream of consciousness, while their hidden
observer reports are guided by those conscious states in their hidden observer stream.

The two-streams model is neutral as to the nature of those conscious states within the
subject’s hidden observer stream. To fix ideas, consider a hidden observer experiment
involving cold-pressor pain. One possibility is that the subject is reporting conscious
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states of pain that are caused by immersion in the icy water. This would be a ‘bottom-up’
account of the aetiology of hidden observer experiences. Another possibility is that the
subject is indeed reporting conscious states of pain, but these conscious states are not
caused by the icy water but by the subject’s imaginative involvement in the experiment.
Roughly speaking, the subject expects to have a sensation of pain, and so she does. Call
this a ‘top-down’ account of the aetiology of hidden observer experiences. Although the
bottom-up theorist and the top-down theorist have very different accounts of how hidden
observer states are formed, they agree that these states are experiences, i.e. conscious states.

Opposed to the two-streams model is what I call the ‘zombie model’.2 According to this
model, hidden observer responses are made on the basis of unconscious representations
of the stimulus. The subject perceives the stimulus in question (the ‘pain’, for example),
but neither this perception nor the subject’s report of it is conscious. The zombie theorist
holds that those representations involved in hidden observer behaviours are no 
more conscious than are subliminal perceptions involved in priming experiments.
Note, importantly, that the zombie theorist is not committed to the claim that the 
hypnotic subject is unconscious while engaged in hidden observer reports. The claim 
is that the mental states that generate such reports are unconscious, not that the subject
of those mental states is unconscious.

The difference between these two models is of some importance for theories of
consciousness. The truth of the two-streams model would show that the unity of
consciousness is a contingent feature of consciousness that can be disrupted with relative
ease. It is widely granted that distinct streams of mental processing can proceed in 
parallel, but few would grant that such streams could be separately conscious, at least in
the absence of major brain injury.

The truth of the zombie model would also have important ramifications for accounts
of consciousness. While it is widely acknowledged that unconscious states can have 
cognitive effects, it is typically thought that only conscious states can generate the kind 
of intentional and goal-directed behaviours seen in the hidden observer context.

The zombie and two-streams models are both represented in the hypnosis literature,
sometimes within the work of a single author. Hilgard frequently refers to hypnosis 
as involving a ‘division’ or a ‘split’ in consciousness, and in an early paper he and collabo-
rators say of the painful experience that it is ‘diverted from the normal open conscious-
ness, but is processed by a hidden consciousness’ (Knox et al. 1974, p. 847). Hilgard’s
more considered comments, however, seem to side with the zombie model. He writes:
‘… the “hidden observer” is a metaphor for something occurring at an intellectual 
level but not available to the consciousness of the hypnotized person’ (1977, p. 188; see
also 1992, p. 21). Hilgard does go on to say that the hidden observer had a ‘covert experi-
ence of pain’, but it is clear from the context that he is using the term ‘experience’ in such
a way that an experience need not be conscious, for he says that this experience was
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‘masked by the amnesia-like process before it ever became conscious’ (1977, p. 191).
Hilgard is not the only hypnosis theorist to argue that hypnosis involves a division of
consciousness without being entirely clear about the nature of the division in question.
Kihlstrom seems to endorse the two-streams model when he says that dissociation
involves ‘a division of consciousness into multiple, simultaneous streams of mental activity’,
but in the very next sentence he appears to side with the zombie model, writing that ‘disso-
ciation proper occurs when one or more of these streams influences experience, thought, and
action outside phenomenal awareness and voluntary control’ (1985, p. 406; my emphasis).

6.3 The zombie model
Although the central thrust of Hilgard’s account of the hidden observer is suggestive 
of the zombie account, there is surprisingly little argument in his work for the view.
His central motivation for the claim that hidden observer states are not conscious is 
that hidden observer ‘reports’ are produced by a subpersonal part of the subject:
‘… the experimenter makes contact with a cognitive system that is hidden from the 
subject himself as well as from the experimenter’ (1973, p. 406; see also Hilgard 1977,
p. 244). If hidden observer ‘reports’ are not made by the subject then they can provide 
no direct evidence for claims about the subject’s conscious states—indeed, they can
hardly qualify as reports.

I find the argument unconvincing. Contrary to Hilgard, hidden observer behaviours
appear to be reports, and it is not clear who produces them if not the hypnotic subject.
In fact, there is a nasty little problem for hidden observer studies here. What is it that 
distinguishes hidden observer reports from standard reports? The literature provides 
no clear answer to this question. One cannot define hidden observer reports in terms of
the motor systems employed, for there is considerable variety in the motor systems that
have been taken to convey hidden observer reports. Hilgard and collaborators have
elicited hidden observer reports via automatic writing, button pressing and even ‘auto-
matic talking’ (Hilgard et al. 1975). Nor can hidden observer reports be distinguished
from overt reports by reference to temporal factors, for in some experiments hidden
observer reports and overt reports have been given roughly simultaneously, while in
other experiments hidden observer reports have followed overt reports. The literature
has treated any report that is made under the conditions specified by the experimenter 
as hidden observer conditions as a hidden observer report.3 Theorists sometimes note
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that hidden observer reports do not occur spontaneously, as if this is an empirical obser-
vation (see, for example, Spanos 1983, p. 71), but if the account of hidden observer
reports just offered is correct, then reports given spontaneously simply would not 
be coded as hidden observer reports. In light of all this, it seems uncontroversial that 
hidden observer behaviours qualify as genuine reports.4 The question is whether these
reports are indicative of conscious states or whether—as the proponent of the zombie
model asserts—they are indicative only of unconscious states.

The answer given by the zombie model is prima facie implausible: if—as I have 
suggested—hidden observer behaviours are reports of bodily and perceptual states,
then we ought to treat them as we treat other reports of perceptual and bodily states,
i.e. as representations of the subject’s conscious states.

In response to this objection, the zombie theorist might say that the real criterion of
consciousness is global availability (Baars 1988, 2002; Dehaene and Naccache 2001;
Dennett 2001). The contents of consciousness differ from those of unconscious states in
that all and only the former are available for the global control of thought and behaviour.
We can unpack the notion of global availability in terms of what Ned Block calls 
‘consuming systems’—systems that are involved in the voluntary allocation of attention,
memory consolidation, categorization, motor responses, and so on. On this model,
reportability is a guide to consciousness only insofar as it is a guide to global availability.
Since hidden observer content is not globally available to the subject, we have good rea-
son to think that it is not conscious even when verbally reportable.

A first response to this argument concerns the status of global availability accounts of
consciousness. Although such accounts are often advanced as (well-confirmed) empirical
theories of consciousness, they are in fact nothing of the sort. Rather, they are method-
ological posits: the theorist assumes that all and only globally available content is 
conscious. Content that is not globally available is deemed by methodological fiat not 
to be conscious. These theorists use global availability as their criterion of consciousness,
and hence could have no evidence that consciousness is identical to, or even correlated
with, global availability.

A second issue concerns the characterization of global availability. What exactly does it
take for content to be globally available? We can put the issue confronting the zombie
theorist here as a dilemma.

On the one hand, the theorist might work with a very broad conception of global 
availability, according to which content must be available to a wide range of consuming
systems in order to be globally available. On this conception of global availability, it 
may well follow that hidden observer content is not globally available, but there is good
reason to think that conscious content need not be globally available in this sense.
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Subjects who are delirious or who are in a dream state appear to have states of conscious-
ness whose content is not available to each of their consuming systems. The strangest
events occur in delirium and dreaming—a dog turns into an elephant, one’s aged grand-
mother eats a hamster on toast, and the Queen gets married to Lenny Bruce—without
the subject registering any awareness of the incongruity. Those systems involved in
belief-revision, introspection and (in at least some cases) memory consolidation appear
to be off-line (Lipowski 1990; Gill and Mayou 2000; Fleminger 2002). So if dreaming 
and delirium involve conscious states—as they seem to—then global availability cannot
be a necessary feature of consciousness.

On the other hand, the zombie theorist might work with a more restricted conception
of ‘global availability’, according to which content need be available only to a restricted
pool of systems—perhaps only working memory—in order to count as globally available.
This conception of global availability shores up the connection between global availability
and unconsciousness, but there is now no reason to think that hidden observer content
fails to be globally available.5

A third problem with the zombie account concerns the conception of non-conscious
states that the zombie theorist is committed to. The zombie model attempts to assimilate
hidden observer behaviours to syndromes in which non-conscious (or ‘implicit’) 
states exert physiological effects, influence categorization and trigger motor routines
(Rossetti 1998; Koch and Crick 2001; Koch 2004). The assimilation is troublesome,
because hidden observer behaviours appear to involve more cognitive sophistication and
flexibility than those seen in those syndromes in which we are most inclined to invoke
zombie systems. Attempts to explain more sophisticated behavioural routines—such as
those that occur in the complex partial seizures of epilepsy—in terms of zombie systems
(see, for example, Koch 2004) are highly tendentious precisely because we think that 
consciousness is necessary for high-level flexible behaviour.

6.4 The two-streams model
If the zombie model is wrong, then the states that generate hidden observer reports 
must be conscious. Are these states of consciousness unified with the subject’s other 
conscious states in a single stream of consciousness, or does the hidden observer subject
have two streams of consciousness, as the two-streams theorist claims?

The first point to note here is that if the two-streams model is right, then hypnosis
involves a departure—a quite radical departure—from the normal structure of
consciousness. Consciousness is typically unified, in the sense that the simultaneous
experiences of a single subject occur within a single state of consciousness—a unified
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phenomenal field. It is the content of this field that determines what it is like to be 
the subject in question. Assuming that consciousness is normally unified, the question
arises as to how the hidden observer context might bring about its division. The most
powerful evidence for the claim that a human being can have two streams of conscious-
ness comes from data deriving from persons who have undergone a callosotomy 
(a section of the corpus callosum)—so-called ‘split-brain’ patients (Zaidel et al. 2003;
Gazzaniga 2005). However, hypnotic subjects have undergone no such operation, and it is
unclear what feature of the hypnotic context in general—or the hidden observer paradigm
in particular—might change the structure of consciousness.6

One might challenge the claim that consciousness is normally unified, as Hilgard himself
does (1977, p. 185). Hilgard does not elaborate on what he takes a division in consciousness
to involve, and the only example he gives of an everyday division of consciousness—
involving the participation in a conversation—is unpersuasive. ‘Person A, while listening to
Person B, is simultaneously planning his reply, and even while replying he may monitor
how well he is doing by watching the facial expression of person B, perhaps changing the
direction of his argument if he appears to be unconvincing’ (1977, p. 1f.). In what sense
does this scenario involve a division in consciousness? There might be two (or more)
thoughts proceeding in parallel here, but it seems clear that these thoughts could be 
phenomenally unified—they could occur as components of a single stream of experience.

A similar account can be given of so-called trance logic, in which both the actual and 
suggested states of affairs appear to be simultaneously represented in consciousness
(Orne 1959). Orne described trance logic as the ‘apparently simultaneous perception 
and response to both hallucinations and reality without any apparent attempts to 
satisfy a need for logical consistency’ (1959, p. 295). One might argue that subjects fail 
to appreciate the need to resolve the tensions between the perceptual and imaginative
experiences because these two sets of representations are not phenomenally unified—they
involve not only different streams of mental activity, but different streams of consciousness.
Indeed, one might argue that representational consistency is a constraint on phenomenal
unity, such that experiences with inconsistent contents cannot be phenomenally unified.

Although there may be something to this line of argument, it is not adequate as stated,
for experiences with representationally inconsistent contents can be phenomenally 
unified. Consider the fact that one can perceive the lines of the Müller–Lyre illusion as
differing in length, even while one believes that they are of the same length. These two
conscious states can be phenomenally unified, despite the representational conflict
between them. Similarly, it is possible that the perceptual and imaginative experiences of
subjects exhibiting trance logic might also be phenomenally unified, despite the fact that
the contents of these states are at odds with each other.
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The following line of thought, which Kirsch and Lynn ascribe to the neo-dissociationist,
suggests a second argument for the two-streams view:

Responses to suggestion are produced by a division of the executive ego into two parts, separated
by an amnesiac barrier. On one side of the barrier is a small hidden part of consciousness that 
initiates suggested actions and perceives the self and the external world accurately. On the other
side is the hypnotized part of consciousness that experiences suggested actions as involuntary 
and is not aware of blocked memories or perceptions to which only the hidden part has access.

(Kirsch and Lynn 1998, p. 67)7

We might develop this ‘phenomenology of agency’ argument as follows. A common
component of the phenomenology of hypnosis is the experience that certain actions are
non-voluntary.8 When given suitable instructions, subjects exhibiting arm levitation
report a diminished sense of agency with respect to the movement of their arm (Spanos
and Barber 1972; Bowers et al. 1988; Comey and Kirsch 1999). Why do such subjects 
lack the normal experience of agency? The two-streams theorist has a neat answer to 
this question: the subject has not lost the experience of agency, it is merely relegated to
the ‘hidden part of consciousness’. Hypnosis has split the subject’s central executive,
together with their stream of consciousness, into two. We should not expect the subject
to report a normal phenomenology of agency, for the subject’s reports are guided by the
main part of their central executive, and it is the ‘hidden’ part of the central executive that
initiated the actions in question.

Dissociated control theorists reject the phenomenology of agency argument on the
grounds that hypnotic actions involve only non-executive mechanisms. They hold that
the experience of non-executive agency in hypnosis is veridical, for hypnotic actions are
produced by automatic action systems rather than executive systems (Bowers 1990, 1991;
Bowers and Davidson 1991; Miller and Bowers 1993). The problem with this response,
I think, is that subjects can lose the experience of agency for actions that appear to be
executive, such as eliminating the concept of the number 4 from their mathematical
operations (Evans 1980).

I think the phenomenology of agency argument fails for quite different reasons. The
argument assumes that actions must be accompanied by an experience of agency—or at
least that actions cannot be accompanied by an experience of automaticity. I see no 
reason to grant either assumption. There is no reason to think that the phenomenology
of agency is a necessary concomitant of agency itself, even when the actions in question
are ‘executive’. It seems possible that hypnosis could remove the experience of agency—
what we might call the experience of willing—without impairing the exercise of agency
itself (Bayne 2006; Bayne and Levy 2006).
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Another argument for the two-streams model appeals to the restricted availability of
hidden observer content. Consider the hidden observer subject in an analgesic experiment.
If her experience of pain were unified with her other experiences (visual experiences,
auditory experiences, and so on), why does she not report them when asked? 
After all, she can report her visual and auditory experiences, why should her pain experiences
be unreportable? Why, instead, does she report levels of pain that approximate those
reported by hypnotic subjects in non-analgesic conditions? Ruling out dishonesty, we must
conclude that she is unable to report them. If she is unable to report them, then it seems to
follow that they must occur in a stream of consciousness that is inaccessible to the subject’s
report modalities (prior to the hidden observer prompt, at least).

The problem with this argument is that hidden observer subjects can report their 
hidden observer experiences.

I felt … that I was hypnotized but that there really was a clear side of me. … it felt like a division, a
division in myself.

(Laurence and Perry 1981, p. 339)

After you put your hand on my shoulder I felt much lighter, as though I was floating … It is as
though you were contacting someone else outside of me but part of me at the same time;
as though I had a twin ‘me’ and in a way I could not immediately communicate with each part 
at the same time.

(Spanos et al. 1985a, p. 1161)

A sort of numbness—detachment—came over me, almost as if I were two entities, but still 
I as one … When the [experimenter’s] hand touched my shoulder I did indeed feel as if there were
two parts to myself. My left hand was supposed to tap out numbers corresponding to the pain it
felt, and it was much less sensitive than my real hypnotized self.

(Spanos 1983, p. 174)

These reports also indicate that there are some consuming systems that have access to
both normal and hidden observer experiences. How else would subjects be able to report
both normal and hidden observer experiences? These facts are difficult to reconcile with
the two-streams model.

6.5 The switch model
Rejecting the zombie and two-streams models leaves us with one option: the hidden
observer states must be conscious, and they must be unified with the rest of the subject’s
conscious states. In this final section, I examine two versions of this model.

We might gain a hint for how to develop a ‘unity’ model of the hidden observer by 
considering the so-called ‘duality reports’ of age-regressed subjects (Perry and Walsh
1978; Laurence and Perry 1981). Whereas some age-regressed hypnotic subjects report
having experienced themselves as solely age-regressed, others report the feeling of having
been both an adult and a child:

Subject 21: I became small again, small, small. Physically, … I saw myself again with my curls at school.
… I felt 5, and I felt 23 also … I knew I was 5 years old at school, but I knew I was 23 years old, also, that
I was an adult …. I really felt 5 years old. I would not be able to say that I was solely 23 years old.
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Subject 17 (Did you really feel you were 5 years old?): I felt … you know, I was two people,
one standing off looking at the other, and the other that was standing was saying, you idiot,
you can write your name, why are you taking so long? Yet the one that’s writing it is struggling
away, to form these letters ….can’t.

(Laurence and Perry 1981, p. 338)

These subjects appear to experience two contents at once: the feeling of being an adult
and the feeling of being a child. Nonetheless, these contents appear to occur as compo-
nents of a single phenomenal state, what I have been calling a ‘stream of consciousness’.

Now, if age-regressed subjects can maintain two separate identities within a single
stream of consciousness, then it might also be possible for hidden observer subjects to 
do likewise. Perhaps hidden observer subjects have two clusters of content, each of
which occur within a single unified stream of phenomenology. The connection between
duality reports and the hidden observer is supported by the fact that Laurence and Perry
(1981) found a correlation between the two: subjects who produced duality reports in
age regression tended to show significant differences between levels of pain as reported
by the hidden observer and as reported normally.9 Might hidden observer and normal
experiences co-exist as simultaneous components of a single phenomenal state?

I think not. The problem is this. Consider a hidden observer subject (HO) who produces
‘overt’ reports in line with hypnotic analgesia but produces hidden observer reports of
high levels of cold-pressor pain. Applying the model just examined to this case generates
the result that HO has, at a single time, an experience of pain and an experience of no
pain. It is unclear that this is a phenomenal state that one could be in. Arguably, one
could experience an absence of pain only by not experiencing pain; but, by hypothesis,
HO is experiencing pain. Whereas the experience of being a child is not inconsistent with
the experience of being an adult, some hidden observer experiences do appear to be
inconsistent with the subject’s corresponding ‘overt’ experiences. If we are to develop a
‘full unity’ account of the hidden observer, we need look elsewhere.

Let us take a step back. An account of the hidden observer needs to explain why the
subject’s reports differ depending on whether or not they are subject to a normal or a
hidden observer probe. Both the zombie and two-streams models explain this by reference
to the fact that the normal and hidden observer probes are tapping independent streams
of information (which may or may not be conscious). Perhaps the subject has but one
stream of consciousness, the content of which depends on how it is probed. As Spanos
and Hewitt (1980) suggest, the hidden observer probe might change the patient’s phe-
nomenology by directing his or her attention to the previously neglected stimulus. The
probe (‘hand on the shoulder’) functions as an alarm bell, bringing into consciousness
previously unconscious content. I will call this the ‘switch model’ model, for it conceives of
hidden observer reports as tracking a switch in the contents of the subject’s consciousness.10
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Although Spanos and Hewitt were the first to endorse the switch model, Hilgard had
considered and rejected it some years earlier (Hilgard 1977). Hilgard begins his criticisms
of the switch model by pointing out that in some hidden observer experiments the 
hidden observer probe occurs after the trial has been completed (1977, p. 238f.). Since
only the memory of the stimulus is accessed, it follows that the information must have been
stored while the analgesia or deafness persisted, and thus that the availability of the target
information could not depend on the presence of a probe, as the switch model demands.

In making this objection, Hilgard adopts what I earlier called a bottom-up account of
the hidden observer: hidden observer reports are primarily responsive to the perceptual
stimulus rather than the subject’s expectations or imaginative states. Hilgard argues for
the bottom-up approach by pointing to the fact that the levels of hidden observer 
pain reported by his subjects were in rough agreement with the levels of pain reported by
control subjects, i.e. hypnotized subjects who had not been given analgesia suggestions.
As I understand Hilgard’s view, the hidden observer probe makes the hidden stimulus
reportable, but it does not make the stimulus conscious, because it was already conscious.

In an important series of studies, Spanos and collaborators cast doubt on the claim
that the content of hidden observer reports is controlled by the stimulus administered to
the subject. Spanos and Hewitt (1980) were able to elicit hidden reports of high levels of
pain or low levels of pain depending on the wording of the hidden observer instructions,
a finding replicated in Spanos et al. (1983). Spanos et al. (1985a) provided additional 
evidence of top-down effects on hidden observer responses by showing that hidden
observers could be led to breach hypnotic amnesia according to whether or not the possibility
of such breaches was implicated in the hidden observer instructions. In a delightful variant
on this approach, Spanos et al. (1985a) gave subjects a hidden observer induction in which
they were informed that concrete words were stored in one half of the brain and abstract
words in the other half, and were led to believe that each half of the brain had its own
hidden part. Breaching was now category specific, with subjects able to remember only
concrete or abstract words depending on which hidden part the experimenter contacted.

In response to these studies, Kihlstrom and colleagues have argued that although 
hidden observer behaviours might be influenced by the content of the induction, it 
does not follow that the hidden self is an experimental creation, as Spanos puts it
(Laurence et al. 1983; Kihlstrom and Barnier 2005). Kihlstrom and Barnier (2005) point
out that nobody would conclude from the results of Sherif ’s or Asch’s experiments 
on social influence (Sherif 1935; Asch 1956) that the autokinetic phenomenon is not
genuine or that subjects do not really perceive the length of lines. True, but the analogy 
is not a fair one.11 The results that Spanos and collaborators report do not merely 
show that the contents of hidden observer reports are subject to top-down modulation,
rather, they suggest that such contents can be fully accounted for in terms of such 
influences. Consider the first experiment reported in Spanos et al. (1983), in which sub-
jects were told that they had a hidden observer, but were not given any cues about 
how much access the hidden self had to the pain. If, as Hilgard and Kihlstrom hold,
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the hidden observer induction enables the subject to access previously inaccessible 
representations of pain, one would expect subjects in this experiment to spontaneously
report a higher level of pain than in the hypnotic condition. However, this was not the
case: subjects did not report higher levels of hidden observer pain than they did during
hypnotic analgesia, and in fact the majority reported equal levels of hidden and hypnotic
pain. The work of Spanos undermines Hilgard’s response to the switch objection,
for even when hidden observer reports of the stimulus in question are veridical, it is 
possible that such reports are veridical only because the experimental context contains
the appropriate cues, and that the reports are grounded in top-down expectations rather
than bottom-up sensory processing.

Note, as an aside, that there is nothing in the results of Spanos that demonstrates that
hidden observer subjects deliberately misrepresent their experiential states (as Spanos
and colleagues sometimes suggest). It is quite possible that the experimental context—
the hidden observer instructions together with the prompt—leads subjects to imagine
that they are (say) in pain, which in turn leads them to be in pain. Presumably this sort 
of top-down modulation of experiential content occurs in typical hypnotic contexts,
with the subject (say) forming a visual experience of a rabbit in her lap on the basis of
the hypnotist’s suggestions. Alternatively, it could be that the experimental situation leads
the subject to form the (false) belief that they are in the target phenomenal state.
Deciding between these possibilities can be done only in the context of a general account
of how hypnosis brings about changes in the contents of consciousness, and this is too
ambitious a project to be tackled in this chapter.

However, although Hilgard’s objection cannot be sustained on the basis of his own
hidden observer studies, there may be something to it nonetheless. Zamansky and Bartis
(1985) gave subjects a battery of hypnotic suggestions, one of which was an anosmia 
suggestion and another one of which was a negative visual hallucination. After each of
these suggestions, the stimulus was removed and the suggestion cancelled. Subjects 
were then quizzed on their ability to identify the stimuli, with a pass being awarded 
only if at least one of the two stimuli could be identified. Those subjects who passed 
the first stage were then given a hidden observer induction, and were told that after 
a count of three the previously hidden information ‘will no longer be hidden and you
will be aware of things that you were not aware of or did not know before’ (1985, p. 245).
Of the 11 subjects who passed the first stage, 10 identified the previously unidentified 
stimulus or stimuli successfully. The switch model has no account of these findings ready
to hand.

Hilgard’s second objection to the switch model is that hypnotic subjects do report the
occasional intrusion of the stimulus in question, but ‘these reports are not given when
the covert experience is accounted for’ (Hilgard 1977, p. 238). I am not completely sure
what Hilgard has in mind here, but I think his point is this: if the switch model were
right, hidden observer subjects would describe hidden observer experiences in the way
that normal subjects report their experiences of spontaneous intrusions into conscious-
ness of suppressed stimuli, but in fact hidden observer reports are easy to distinguish
from such reports.
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The objection underestimates the resources of the switch model. There are two ways in
which a previously suppressed stimulus might intrude into the subject’s consciousness:
spontaneously, or via a hidden observer probe. The subject’s phenomenology will be
similar in the two conditions in that the subject will be aware of the stimulus, but the
manner of the subject’s awareness may well differ. When the subject’s attention is sponta-
neously drawn to the stimulus, the subject will be inclined to describe the stimulus as
intruding into consciousness but, when the subject’s attention is drawn to the stimulus
by the hidden observer trigger, they will probably be inclined to describe themselves 
as accessing what they have been told by the hypnotist are the experiences of a ‘hidden
part of them’. It is not surprising that some subjects are drawn to report their experiences
in homuncular terms because, in giving the hidden observer induction, the experimenter
contrasts ‘the hidden part of you’ with ‘the part of the subject to which I am now talking’!
Those administering the hidden observer induction may not endorse homuncular 
conceptions of the hidden observer, the induction that they administer to the subjects
suggests that they do.

That the contents of consciousness can seamlessly and rapidly switch between 
contents—often without the subject realizing that such a switch has occurred—is 
suggested by a series of studies conducted by Levy and Trevarthen on split-brain subjects
(Trevarthen 1974; Levy and Trevarthen 1976; Levy 1977, 1990). Levy and Trevarthen pre-
sented their subjects with stimuli created by conjoining two similar stimuli at the vertical
midline. Since each hemisphere received a different stimulus, one would expect subjects
to have produced conflicting motor responses if representations of both stimuli were
conscious. Such responses were vanishingly rare …

For all patients examined, and for tasks including the perception of faces, nonsense shapes,
pictures of common objects, patterns of Xs and squares, words, word meaning, phonetic images 
of rhyming pictures, and outline drawings to be matched to colours, patients gave one response 
on the vast majority of competitive trials. Further, the nonresponding hemisphere gave no 
evidence that it had any perception at all. Thus, if the right hemisphere responded there was no
indication, by words or facial expression, that the left hemisphere had any argument with the
choice made, and, similarly, if the left hemisphere responded, no behavior on the part of the
patient suggested a disagreement by the right hemisphere.

(Levy 1990, p. 235)

Of course, even if the switch model accounts for the split-brain data, it might not
account for the hidden observer data. Nevertheless, I think it is instructive to note that a
syndrome which is often presented as involving two streams of consciousness in a single
human being might be best accounted for in terms of the switch model.

It is also instructive to note that the switch model has been given for another experi-
mental result that has shades of the hidden observer about it. Miller and Bowers (1993)
asked subjects engaged in a cold-pressor task to report on their levels of pain intensity 
by means of two report modalities: verbally, and via a foot-pedal mechanism that used
pressure to indicate pain intensity. The subjects’ verbal reports were retrospective, while
their foot-pedal reports were concurrent with the stimulus. The pedal-pressure reports
of hypnotized highly hypnotizable individuals indicated increasing levels of pain over the
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duration of the task, while no equivalent increase of pain over time was indicated 
via retrospective verbal report. Miller and Bowers themselves suggest that changes in the
focus of the subjects’ attention might account for the discrepancies between their verbal
reports and their foot-pedal reports.

It might be objected that in at least one hidden observer experiment subjects were said to
have produced simultaneous overt and covert reports (Hilgard et al. 1975). If the covert
and overt reports were simultaneous, then it is hard to see how one could explain the 
difference between them in terms of alterations in the focus of the subject’s attention.
However, I am sceptical that these reports really were produced simultaneously. Hilgard’s
reports contain no quantitative data about the timing of reports, and when hidden
observer studies have specified simultaneity measures they have operationalized it to
within 500 ms (Spanos and Hewitt 1980), which is certainly long enough for the subject’s
attention to change its focus.

There is another objection lurking in these waters. Even if subjects do not produce
overt and ‘hidden observer’ reports simultaneously, they do report having been simulta-
neously aware of normal and ‘hidden observer’ experiences ‘from the inside’, as we might
say. I think this is the toughest objection facing the switch model, and I am not entirely
sure what to say in response to it. It is possible that subjects are remembering (and thus
reporting) sequential experiences as having been simultaneous. Here, as elsewhere,
further research on the phenomenology of hypnosis is vital.

6.6 Conclusion
I have argued that hypnosis does not involve a breakdown in the unity of consciousness.
By far and away the most suggestive data in this regard are provided by the hidden
observer paradigm, and for the most part these data are best accounted for in terms of
switches in the contents of consciousness rather than simultaneous (but disunified)
streams of consciousness, or in terms of two streams of mental activity, only one of
which is conscious. I have not examined the question of whether hypnotic subjects really
undergo the radical changes in the content of consciousness that they seem to, and, if so, how
these changes might come about. However, those seeking to develop an account of con-
sciousness would do well to address these questions. Hypnosis provides students of con-
sciousness with an intriguing data set, one that it would be as foolish to ignore as the data sets
deriving from the study of dreaming, psychosis or indeed ordinary waking consciousness.
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Chapter 7

Dissociated control as a paradigm for
cognitive neuroscience research and
theorizing in hypnosis

Graham A Jamieson and Erik Woody

7.1 Introduction
For much of its history, hypnosis has tended to be somewhat of a rogue topic, difficult 
to connect with the main body of psychological understanding. Hilgard’s (1977) neodis-
sociation theory of hypnosis represented an attempt to integrate a scientific under-
standing of hypnosis into the broader landscape of psychology. He commented,
‘Any satisfactory theory of hypnosis should also be a theory bearing on psychology 
at large’ (Hilgard 1991, p. 101).

Accordingly, he attempted to explain hypnotic phenomena in terms of underlying 
cognitive control mechanisms and the alteration of their function in hypnosis (Hilgard
1991, 1992). He posited a system of multiple cognitive control subsystems that can 
operate somewhat autonomously, but which are ordinarily subordinate to a higher 
order executive system that monitors and coordinates the interaction among them.
He hypothesized that hypnosis somehow alters the executive functions and their hierar-
chical relationship to the subsystems of control. For example, he indicated that the 
hypnotist may take over some of the executive control functions that would otherwise be
managed autonomously by the subject.

Hilgard’s attempts to develop and clarify these ideas took two rather distinct 
directions, relying on different conceptions of dissociation, the idea at the centre of his
theory. On one hand, the term ‘dissociation’ can be taken to mean a ‘disassociation’ or
‘disaggregation’ of mental processes, whereby processes that are normally closely related
become functionally more separate. Along these lines, Hilgard remarked, ‘If dissociation
is conceived broadly to imply an interference with or loss of familiar associative
processes, most phenomena of hypnosis can be conceived as dissociative’ (Hilgard 1991,
p. 84). One of Hilgard’s most important speculations about such disassociation 
of processes concerned the possible loss of integration of the monitoring and control
functions of the executive system. For example, in hypnotic age regression, when the
hypnotic subject experiences himself or herself as a child, ‘all available information is not
used by the activated subsystem, and the monitor does not offer a correction; hence
imagination may be confused with external reality’ (Hilgard 1992, p. 97).



On the other hand, a contrasting conception of dissociation is one that stems more
directly from Janet (1901, 1907/1965) and his emphasis on conscious versus unconscious
processes. Specifically, the term ‘dissociation’ can be taken to mean ‘the splitting off of
certain mental processes from the main body of consciousness with various degrees 
of autonomy’ (Hilgard 1992, p. 69). This is the conception of dissociation that Hilgard
pursued more vigorously, partly because of the great importance he attached to the 
discovery of the ‘hidden observer’ (Hilgard 1977). The finding that a ‘hidden observer’
could report the presence of pain in an otherwise hypnotically analgesic subject implied
to Hilgard that there is a split in consciousness, in which two parallel streams of
consciousness co-exist. He hypothesized that the split in consciousness is effected by 
an amnesia-like barrier, which divides perceptions into separate, co-existing channels.
This conception of dissociation, instead of focusing on the relationship of monitoring to
control, focused on division within the monitoring function: ‘some fraction of it exists
behind an amnesia-like barrier’ (Hilgard 1992, p. 99).

In hindsight, so closely yoking neodissociation theory to the hidden observer phenom-
enon may have been a mistake. Not only is the empirical basis of the hidden observer
open to telling lines of criticism (Spanos and Hewitt 1980; Bayne, Chapter 6), but so is
the amnesic barrier conception of dissociation in hypnosis (e.g. Kirsch and Lynn 1998).
Indeed, the postulation of multiple co-existing channels of consciousness in order 
to explain the partial reversal of analgesia with the suggestion of a hidden observer 
has struck many commentators as gratuitous and unconvincing (e.g. Kallio and 
Revonsuo 2003).

Perhaps the most generative line of criticism of Hilgard’s theory came from Bowers
(1990, 1992). He pointed out that amnesic barriers were not a plausible mechanism 
for most hypnotic effects. Spontaneous amnesias (ones not directly suggested) are 
very rare in hypnosis; hence, the amnesic barrier concept was perversely attempting to
explain relatively common hypnotic effects in terms of a very rare one. In addition,
the theory required these barriers to be implausibly and arbitrarily selective: ‘The pain
and cognitive effort to reduce it is hidden behind an amnesic barrier, but not the original
suggestions for analgesia, nor the goal-directed fantasies that typically accompany the
reductions in pain’ (Bowers 1992, pp. 261–262). Furthermore, Bowers pointed out that
the concept of amnesic barriers implied, in contradiction to the rest of Hilgard’s theory,
that in hypnosis there need not be any change in the cognitive control of behaviour,
but only a distortion in its self-perception. Specifically, the amnesic barrier concept
implied that the hypnotic subject would simply enact suggestions voluntarily and effort-
fully in the usual fashion, but this fact would be occluded from his or her awareness by 
an amnesic barrier. Hence, the subject’s perception of his or her hypnotic behaviour 
as involuntary and effortless would be an illusion, rather than a reflection of a true
underlying alteration in the control of behaviour (see also Shor 1979; Kihlstrom 1992).

To salvage what Bowers (1990, 1992) perceived to be the viable aspects of neodissocia-
tion theory, he jettisoned the amnesic barrier concept of dissociation, which he termed a
theory of ‘dissociated experience’, and refocused attention on the concept of hypnotically
altered control of behaviour, which he termed a theory of ‘dissociated control.’ He argued
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that ‘dissociation is not intrinsically a matter of keeping things out of consciousness—
whether by amnesia, or any other means’ (Bowers 1992, p. 267). Instead, he argued that
‘dissociation is primarily concerned with the fact that subsystems of control can be
directly and automatically activated, instead of being governed by high level executive
control’ (Bowers 1992, p. 267). That is, the dissociation at work in hypnosis was between
subsystems of control and the higher, executive level of control. This revised statement of
Hilgard’s neodissociation theory then served as the beginning proposition of dissociated
control theory, which we review in the next section.

To set the stage for the rest of this chapter, we wish to draw out two major themes from
the foregoing discussion of neodissociation theory. First, Hilgard’s attempts to devise a
cognitive control model of hypnosis remained frustratingly incomplete and vague.
Indeed, he was eventually quite apologetic for its promissory nature: ‘I regret to leave 
the theory in this incomplete form, so that it is more of a promise than a finished theory’
(Hilgard 1991, p. 98). Even Bowers’ reformulation mainly trimmed away some of what 
he perceived to be the theory’s excesses. A major problem is that the implied model 
was always, to use a technical term, ‘underidentified’—within the theory, it was not
straightforward to disambiguate what its multiple hypothetical entities (subsystems of
control, monitors, and so forth) really referred to and how to measure them. Dixon and
Laurence (1992) made a closely related comment: ‘As elegant as Hilgard’s rendition of
Janet’s dissociation theory may be, it is and will remain an exercise in metaphors’ (p. 42).

The problem with the theory has always been, in a sense, how to get beyond the level 
of metaphor. What was needed for this purpose, in our view, is an additional level of
analysis, which is provided by cognitive neuroscience. Woody and McConkey (2003)
described such a combination of levels as follows:

The exciting prospect of a bridge to the underlying biology of hypnosis encourages us to reformulate
some basic themes in hypnosis research, so as to ask more sophisticated and differentiated 
questions …. In addition, … the challenge of connecting our psychological understanding to
underlying biology can reveal important gaps in our psychological understanding, which serve a
vital role in stimulating future research (p. 332).

We believe the work to be reviewed in this chapter demonstrates the creative interplay
between two levels of analysis—the careful functional analysis of behaviour, on one
hand, and the detailed mapping of neural underpinnings, on the other. In this interplay,
we see the application of powerful new tools which are quite different from anything that
was available to Hilgard, just a few years ago.

Secondly, the strong distinction between dissociated experience and dissociated 
control, proposed by Bowers, was important rhetorically for re-emphasizing that 
hypnosis may alter the control of behaviour, rather than simply its self-perception.
However, as Woody and Sadler (1998) pointed out, the concepts of dissociated experi-
ence and dissociated control are not at all incompatible, and the sharp distinction
between them may have been somewhat premature. As mentioned previously, before
Hilgard’s thinking became dominated by the hidden observer, his focus was on changes
in the relationship between the monitoring and control functions of the executive 
system. As we will detail shortly, recent work breathes rich new life into this old idea.
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7.2 Dissociated control theory
Woody and Bowers’ (1994) formulation of dissociated control theory (DCT) may be
considered the first of a new generation of hypnosis theories based within the emerging
perspective of cognitive neuroscience. Of course, other, alternative approaches may 
also be taken within a cognitive neuroscience framework; the further development and
testing of these competing accounts is a task for the readers of this volume. DCT in its
initial formulation is a theory which integrates findings across three domains of data 
and explanation: phenomenological; functional (behavioural); and neurophysiological.
DCT applies an early and influential cognitive neuroscience account of cognitive control
systems in the human brain to one of the principal phenomenological characteristics 
of hypnosis—the sense of involuntariness in response to hypnotic suggestions
(Weitzenhoffer 1953).

Norman and Shallice (1986) sought to account for the pattern of functional deficits
observed in neuropsychological testing with frontal lesion patients. They proposed 
two distinct but interacting systems of cognitive control, which they labelled contention
scheduling (CS) and the supervisory attentional system (SAS). For well-learned habitual
tasks, unconscious, automatic, modular neural processing structures (schemata) control
the required actions. CS controls the selection of specific schemata through a decentral-
ized process of competitive and cooperative activation of schemata by sensory input 
and the input of other active schemata. When a specific schema reaches its required 
activation threshold, the corresponding action or cognitive operation is performed.
However, when the task is novel or complex or requires a strong habitual response to be
overcome, a higher level control system, the SAS, is engaged to assist CS.

The SAS incorporates representations of goals and intentions, and monitors 
contention scheduling. The SAS does not implement actions directly, but instead biases
the selection of particular schemata by CS through modulating their activation levels.
As elaborated by Shallice (1988), SAS modulation of the selection of schemata 
corresponds to the phenomenal experience of will. In contrast, when the SAS is neither
monitoring nor modulating CS, action is experienced as automatic. The SAS is mediated
by frontal cortical structures, and the classic functional impairments associated with
frontal lesions may be understood as a consequence of the disruptions of SAS regulation
of the largely posterior cortically mediated process of CS.

Woody and Bowers (1994) applied the Norman and Shallice model to explain 
the range of dissociations observed in hypnosis. In response to the suggestions of
the hypnotist, motor and cognitive processes normally experienced as under willed,
volitional control seem to occur independently of the conscious will of the hypnotized
person. According to DCT, hypnosis, in susceptible individuals, produces a temporary
functional dissociation of CS from SAS control, similar in some respects to the effect of
frontal lesions. For highly susceptible individuals, hypnosis partly disables the higher
level control system associated with the experience of will, resulting in a lack of sponta-
neous self-generated action. This leaves the hypnotized person especially dependent on
CS-like, automatic control processes.

DISSOCIATED CONTROL AS A PARADIGM FOR COGNITIVE NEUROSCIENCE RESEARCH114



In the non-hypnotic condition, SAS control allows for a greater degree of autonomy
from contextual influences and prior expectations. When frontally mediated executive
control is diminished in the hypnosis condition, subjects’ expectancies and interpreta-
tions exert influence via the intrinsic linkages of activated representations rather than the
monitored execution of plans and strategies. Contextual cues and the communications
of the hypnotist then become the major factors structuring the content of cognitive
processes and phenomenal experience, as they emerge in hypnosis (‘hypersuggestibility’).
An additional consequence of the release of some cognitive processes from the 
constraints of SAS control may be the wider activation of loose associations idiosyncratic
to that individual. More generally, the framework of cognitive control which regulates
the influence of information from contextual sources and prior expectations on hypnotic
responses—what Orne (1959) labelled the ‘demand characteristics’ of the hypnotic 
situation—is different from that which normally regulates the non-hypnosis condition.
Consequently these processes are even more salient for hypnotized, as compared with
non-hypnotized, responses.

7.3 Testing dissociated control
DCT predicts a disruption of frontally mediated cognitive processes requiring executive
(supervisory) attentional control in highly susceptible individuals during hypnosis.
Alternatively, it might be expected that individual differences in hypnotic susceptibility
would be positively correlated with disruptions in executive cognitive control even in
non-hypnotic contexts. Several attempts have been made recently to test these predic-
tions explicitly with a range of behavioural neuropsychological measures. Kallio et al.
(2001) administered a battery of neuropsychological frontal lobe measures to eight indi-
viduals who were highly susceptible and nine individuals with a low susceptibility both 
at baseline and during hypnosis. Letter fluency, a test highly sensitive to Broca’s area 
(left frontal) lesions, was found to decline in hypnosis for highly susceptible individuals
but not for those with a low susceptibility, a result reported previously by Gruzelier 
and Warren (1993). Aikens and Ray (2001), using a different battery, found that a group
of nine highly susceptible individuals performed significantly better than a group of
seven individuals with low susceptibility on the Wisconsin Card Sorting Task, a finding
contrary to DCT.

These studies utilized relatively small samples, and lack of statistical power may 
therefore have been a factor. Farvolden and Woody (2004) administered a battery of
memory tasks sensitive to frontal lobe functioning to 30 individuals who were highly 
susceptible and 30 individuals with low susceptibility both at baseline and in hypnosis.
Highly susceptible individuals generally had more difficulty with frontally mediated
memory tasks (but not with non-frontal control tasks) than those with low susceptility
in both hypnotized and non-hypnotized conditions, thus supporting the prediction 
of greater vulnerability to disruptions in frontal control amongst highly hypnotically 
susceptible individuals. However, no differences were observed between hypnotized and
non-hypnotized conditions in the highly susceptible individuals, inconsistent with the
state predictions of DCT.
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Jamieson and Sheehan (2004) sought to contrast directly the prediction of DCT that
SAS control is compromised in hypnosis versus the alternative prediction that hypnosis
is a state of enhanced SAS control (e.g. Horton and Crawford 2004). Following Sheehan
et al. (1988), they adopted a version of the classic Stroop task, which required partici-
pants to name either the colour or the colour word of a stimulus which comprises a
colour word presented in a colour which is incongruent to the colour named. Successful
colour naming requires overcoming the strong conflicting response tendency produced
by the colour word. The conscious selection of correct responses against competition
from stronger automatic response tendencies is one of the most fundamental functions
of the SAS or indeed any account of anterior-mediated cognitive control. If SAS control
is enhanced in hypnosis, then Stroop performance should be enhanced in hypnotized
highly susceptible individuals. However, if DCT is correct, Stroop performance should be
impaired in hypnotized highly susceptible individuals.

As predicted by DCT, Stroop task errors increased significantly for highly susceptible
individuals in hypnosis, but not for those with low susceptibility. This study had high
power, with 66 participants in each group. It also utilized a particularly difficult version
of the Stroop task with fast-paced incongruent stimuli and rapid changes between colour
naming and word naming requirements. Thus, the considerable demands of the task
required high levels of SAS control; in contrast, less rigorous paradigms may not result in
overt behavioural differences. However, two previous studies have reported similar
results using response conflict paradigms in hypnosis or hypnosis-like conditions (Kaiser
et al. 1997; Nordby et al. 1999). In addition to power, both the precise nature of the task
demands and the appropriate setting of task parameters governing difficulty level may be
important in obtaining positive results in these investigations.

The wider body of neuropsychological studies of hypnosis in relation to frontal 
functioning are mixed. Some results seem to suggest enhanced attentional control in
highly susceptible individuals (Horton and Crawford 2004), whilst others suggest just the
opposite (Gruzelier 1998). Methodological issues, sample size and lack of replication
make firm conclusions from much of this literature difficult to reach (there is a great
need for some of these intriguing findings to be revisited by current investigators).
In summary, carefully designed studies with appropriate power do provide support for
disruptions in specific aspects of frontally mediated cognitive control in relation to both
hypnotic susceptibility and the hypnotic condition. However, it is fair to say that current
neuropsychological data do not support a simple global shutdown of frontal functioning
during hypnosis.

7.4 Conceptual problems for dissociated control
Brown and Oakley (2004) and Dienes and Perner (Chapter 16) make the important crit-
icism that DCT leaves cognitive control in hypnosis entirely dependent on CS, which
normally controls only routine overlearned behaviours. This, they argue, cannot account
for either the novel responses required by some hypnotic suggestions or the apparent
requirement for classic (frontal) executive control in producing some hypnotic responses.
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Dienes and Perner (Chapter 16) point out that response to the hypnotic suggestion 
‘forget the number 4’ and then to count the fingers on one’s hand requires both active
monitoring for the occurrence of ‘the number 4’ and the inhibition of the overlearned
response to count in sequence 1, 2, 3, 4. Both are classic examples of SAS-controlled
functions.

DCT does not offer a detailed account of the mechanisms producing the explicit 
content of (negative or positive) hypnotic hallucinations. Nor does it give an obvious
account for other arguably core features of hypnotic experience such as tolerance for 
logical incongruity (Orne 1959, 1979) or loss of generalized reality orientation (Shor
1959, 1979). Sophisticated phenomenological analysis of hypnotic experience demon-
strates that while some participants experience suggestions in a passive, involuntary way
(the classic suggestion effect), some highly responsive participants experience a complex
and fluidly shifting mix of reality and hallucination (Sheehan and McConkey 1982;
McConkey and Barnier 2004). McConkey (1991) highlighted the active (rather than pas-
sive) nature of the cognitive processes needed to resolve the conflicting demands of real-
ity and suggestion. A full account of the phenomenological aspects of hypnosis must be
able to explain these diverse features. It could be argued that DCT is a successful account
of hypnotic involuntariness and many of the dissociations which occur in 
hypnotic consciousness without being a complete theory of hypnosis. However, success-
ful extension of DCT will ultimately need to address these additional features of
hypnotic consciousness.

7.5 Lessons from the neuroscience of voluntary motor control
A detailed account of the discrimination of self- and non-self-generated movement—
which is closely related to the experience of movement as volitional or non-volitional—
has emerged from the neuroscience of motor control. This work highlights the role of
the cerebellum and inferior parietal operculum, as well as frontal cortical regions, in 
this process (Miall and Wolpert 1996; Weiller et al. 1996). It also emphasizes the role of
an ‘efference copy’, a neural representation of motor commands produced by or in 
conjunction with the ‘motor intentions’ that trigger the commands (Blakemore et al.
1999). The efference copy is the basis for generating a predictive model of the immediate
sensory consequences of those motor commands, which is then matched against the
actual sensory feedback from the movement. Forward output model generation and
comparison with sensory input is believed to be mediated by the cerebellum (Wolpert 
et al. 1998). A match (indicating self-produced movement) leads to an inhibition of these
sensory representations in the parietal cortex (Blakemore et al. 1999). Thus, these parietal
representations are more active in the case of involuntary than voluntary movements.

According to this account, activity in the cerebellum and parietal cortex plays an 
essential role in producing the feeling that a movement is occurring involuntarily.
This hypothesis was tested in relation to hypnotic involuntariness in a recent positron
emission tomography (PET) study by Blakemore et al. (2003). During hypnosis, six
highly susceptible individuals were scanned whilst voluntarily raising their left hand and
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forearm, performing hypnotic arm levitation of the left hand and forearm, having their
left hand and forearm raised by a mechanical device, and at rest. As predicted, hypnotic
arm levitation (which was perceived as involuntary) was associated both with greater
bilateral cerebellar activation and with greater bilateral parietal operculum and left 
inferior parietal cortex than voluntary arm movement (Blakemore et al. 2003). Blakemore
and colleagues propose that when hypnotic subjects responded to the arm levitation 
suggestion, motor intentions were unavailable to inform the generation of an accurate
forward output model, leading to a mismatch between predicted and actual sensory
feedback (corresponding to increased cerebellar activation). This mismatch resulted in a
lack of inhibition of the sensory feedback (corresponding to greater parietal activation),
which formed the basis of the experience of the movement as not generated by the self.

The model put forward by Blakemore and colleagues is an important advance in our
understanding of some aspects of hypnotic behaviour. However, it leaves unaddressed
why an efference copy either does not result from the motor preparation for hypnotic
arm levitation (an activity orchestrated by the frontal premotor cortex in conjunction
with other frontal regions) or is not available to the cerebellum. This itself points to a
fundamental difference in core aspects of frontal cortical involvement in the control of
voluntary arm raising versus that of hypnotic arm levitation. Neither does their model
obviously generalize to account for the non-volitional quality of cognitive, rather than
motor, responses to hypnotic suggestion (e.g. hypnotic amnesia). Nonetheless, this
important application of a contemporary neuroscience paradigm to the experience of
non-volition in hypnosis has clear implications for the extension of DCT.

Higher order cognitive controls involve wide networks of functional interactions
between specialized frontal, posterior and subcortical regions (see, for example, Friston
2002; Makeig et al. 2004; Egner and Hirsch 2005). Frontal regions play distinctive roles
within such processes, but those roles can best be understood by examining these regions
within their wider context of functional interactions. This broader framework was
implicit but undeveloped in the Norman and Shallice SAS model. The availability 
of modern imaging technologies and consequent rapid development of cognitive 
neuroscience make possible the detailed analysis of such relationships. The challenge for
DCT is to locate its account of frontal cortical regions and higher order cognitive control
within a broader understanding of functional relationships between various brain
regions. This new level of detail should permit the formulation of specific predictions
about the changes in cognitive control that underlie hypnosis, predictions which will be
testable with the newly available technologies.

7.6 The role of the anterior cortex in cognitive control
According to the SAS model and many subsequent accounts, cognitive control is imple-
mented by top-down biasing of task-relevant processes (Miller and Cohen 2000).
Specific task or goal representations, which are the source of these biasing influences, are
localized within various regions of the prefrontal cortex (PFC). However, Cohen et al.
(2004), in their conflict-monitoring model, argued that flexible cognitive control,
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sensitive to changes in task demands, requires an additional element to monitor the
effectiveness of existing control and to provide feedback for appropriate control adjust-
ments. They proposed that a specific region of the frontal cortex, the anterior cingulate
cortex (ACC), performs the function of monitoring for processing conflicts between
operations under the active control of PFC task representations (Botvinick et al. 2001).
Conflict-related activation in the ACC then signals the need for greater activation in 
PFC representations to strengthen further the bias toward task-relevant processing 
pathways in frontal motor areas, posterior cortex and related subcortical structures.
Thus, monitoring and control, both core elements of the original SAS formulation,
are functionally and anatomically fractionated in this conflict-monitoring model of
cognitive control.

In one earlier event-related functional magnetic resonance imaging (fMRI) study of
this model, MacDonald et al. (2000) utilized a version of the Stroop task to produce a
dissociation between demands for cognitive control task preparation and levels of
response conflict during stimulus response. For each Stroop stimulus, the colour and
word were either congruent (low conflict) or incongruent (high conflict). Before 
each trial, participants received an instruction to either name the word (low demand 
for cognitive control) or name the colour (high demand for cognitive control) of the
stimulus. Consistent with the predictions of the model, the contrast between high 
and low demands for control in the preparation period showed activation in the left 
dorsolateral prefrontal cortex (lDLPFC) corresponding to the recruitment of control
resources. However, the contrast between high and low response conflict stimuli in the
stimulus response period showed activation in the ACC corresponding to the detection
of increased response conflict. Predictions from this model have since received further
empirical support by results from a wide range of behavioural, electroencephalographic
(EEG) and imaging studies (Botvinick et al. 2004).

7.7 DCT and the cognitive neuroscience of cognitive control
Key insights of DCT are that disruptions to the process of cognitive control play a central
role in the generation of hypnotic phenomena, and that these disruptions stem from 
a fundamental shift in the organization of executive functions within the brain. From the
perspective of the conflict-monitoring model, it would be expected that such disruptions
in cognitive control would result in greater cognitive interference, particularly during
tasks eliciting response conflict such as the Stroop paradigm. This greater interference
should elicit greater activation from conflict-sensitive monitoring processes in the ACC
of highly susceptible individuals in hypnosis. Egner et al. (2005) set out to test this novel
prediction of DCT and the conflict-monitoring model. Using an adaptation of the
MacDonald et al. (2000) paradigm, they administered an event-related fMRI paradigm
consisting of congruent and incongruent Stroop stimuli, requiring either word naming
or colour naming responses to individuals of high and low susceptibility in baseline 
and hypnosis conditions (see also Egner and Raz, Chapter 3). Similarly to MacDonald 
et al., they were able to identify regions of conflict-related activation within the ACC 
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by contrasting conditions of high response conflict (colour naming incongruent trials)
and medium response conflict (colour naming congruent and word naming incongruent)
with the low conflict condition (word naming congruent trials). Regions that were 
identified in both contrasts were selected as the most conflict-sensitive ACC regions for
further analysis of response conflict effects. Prefrontal regions sensitive to differences 
in task demands for cognitive control were identified by contrasting colour naming
(higher control) with word naming (lower control) trials. This contrast identified a 
control-related region of activation within the left lateral PFC.

In this paradigm, the activation of ACC regions most sensitive to response conflict
showed a classic interaction between hypnotic susceptibility and the hypnotic condition.
As predicted by the contemporary interpretation of DCT advanced above, conflict-
related ACC activation increased for highly susceptible individuals in hypnosis (but not
for those with low susceptibility). There were no behavioural differences between 
individuals with high and low susceptibility in either baseline or hypnosis conditions due
to the very long (12 s) interstimulus interval in this experiment. This is a stringent
methodological safeguard adopted (where possible) in imaging studies to rule out differ-
ences in task difficulty as an alternative explanation for obtained differences between
conditions. Recall that Jamieson and Sheehan (2004) demonstrated a decrease in the 
efficiency of the cognitive control in the face of sufficiently demanding response conflict,
through increased error commission in hypnotized highly susceptible individuals.
Egner et al. (2005) demonstrated a similar decrease in the efficiency of this cognitive 
control system, through increased activation in the cortical regions maximally sensitive
to the level of response conflict. Taken together, these two studies constitute strong 
evidence in favour of one of the principal predictions of DCT.

In the study by Egner and colleagues (2005), the anterior system of rapid, flexible 
cognitive control sketched by Norman and Shallice (1986) and carefully fractionated by
Cohen and his associates (Cohen et al. 2004) appears to have been disrupted by hypnosis.
However, the individuals with high and low susceptibility continued to perform the task
with comparable levels of speed and accuracy even in the hypnotized condition. There
were no significant differences between individuals with high and low susceptibility 
in the activation of left frontal regions identified as corresponding to the demand for
cognitive control in either baseline or hypnotized conditions. These results are not 
consistent with a simple shift from SAS to CS control in the highly susceptible individuals
in hypnosis. Rather, components of the SAS (prefrontal representations of task require-
ments) appear to continue to be involved in task performance (which still requires
response selection in the presence of competing response tendencies), but without flexible
regulation to carefully match changing cognitive demands.

The conflict-monitoring function of the ACC component of anterior cognitive control
appears to be undiminished in hypnosis, as indicated by the increase in conflict-related
activation observed by Egner et al. (2005). This conclusion is also supported by the find-
ings of Kaiser et al. (1997). Using a response conflict paradigm, they showed that
although error rates increased for individuals with higher susceptibility in hypnosis,
there was no change in the error-related negativity (NE), an event-related potential 
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component generated by the ACC when a response error occurs. Although there is some
controversy about the role of the NE (Holroyd et al. 2004), the NE is plausibly explained
as a post-response consequence of conflict between the error response and continued
processing of the correct response (Yeung et al. 2004). How, then, is cognitive control
impaired if ACC error and conflict monitoring remain intact and PFC representations of
task-relevant goals and rules continue to exert an active influence?

The conflict-monitoring model provides a plausible answer to this question. However,
it is important to distinguish between two different levels of cognitive control within the
model. The first level of SAS control is implemented by active task or rule representa-
tions in the PFC, which facilitate non-routine cognitive and motor responses. A second-
order level of cognitive control within the SAS is the flexible modulation of the
implementation of control in response to changing cognitive requirements. This level 
of attentional control emerges from the ability to detect interference or conflict 
(in processes influenced by currently active PFC representations) by the regions within
the ACC. This conflict detection, in turn, signals appropriate changes in the activation 
of concurrent task-relevant goal representations in specific regions of the PFC. For
example, working within this paradigm, Kerns et al. (2004) demonstrated that increases
in ACC conflict-related activation on a preceding trial led to increases in the activation of
PFC task-related representations on subsequent trials, corresponding in turn to improved
behavioural performance on those trials. Similarly, Ridderinkoff et al. (2003) demon-
strated that, in comparison with correct trials, response errors (failures of control) were
preceded by lower levels of ACC activation in the previous (correct) response. If conflict-
related ACC activation increases in hypnosis, then cognitive control is being less appro-
priately matched with task demands. Because the PFC representations implementing the
primary level of attentional control remain active (indeed unchanged), it follows that on
the basis of this model, it must be the second level of cognitive control, rather than the
first, that is impaired. Therefore, it may be the functional integration of ACC and PFC
components that is being disrupted in hypnosis.

This interpretation garnered further support in the EEG results obtained by Egner 
et al. (2005). These authors also found an interaction in the coherence of the gamma
(30–50 Hz) frequency band between left frontal and frontal midline recording sites.
These sites largely reflect electrophysiological activity in left lateral PFC and ACC
regions, respectively. This result was observed in the same participants performing 
the same task and conditions when outside the scanner environment. Coherence is a
measure of linear statistical dependence in the amplitude and timing of cortical oscilla-
tions at different recording sites in the same time slice (Nunez et al. 1997). It can be 
considered to represent the functional connectivity (i.e. shared or mutual information)
between oscillatory activities in separate cortical regions, in response to functional
changes in task demands (see, for example, Edelman and Tononi 2000; Friston 2002).
Synchronization in fast frequency (gamma band) EEG activity has been associated both
theoretically and in numerous empirical studies with the binding of activity in separate
cortical locations into a single unified perceptual or cognitive representation (see 
De Pascalis, Chapter 5; see also Kaiser and Lutzenberger 2003; Tallon-Baudry 2004).
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Gamma coherence between these regions decreased in hypnosis for highly susceptible
individuals, whereas for individuals with low susceptibility it increased. This pattern is
clearly consistent with a breakdown in highly susceptible individuals under hypnosis in
the integration of processing in ACC and left PFC during ongoing cognitive control.

This modification of DCT maintains the key insights of Woody and Bowers’ original
version while specifying precisely those forms of control that are dissociated in hypnosis
and those which are not. It also entails an extension of the understanding of forms of
control available in hypnosis beyond the strict limitations of CS proposed in the initial
formulation. As Brown and Oakley (2004) and Dienes and Perner (Chapter 16) point
out, hypnotic suggestions do not appear to call only for routine or overlearned responses,
implying at least some degree of SAS involvement. Consistent with recent advances in
cognitive neuroscience, the revised DCT model incorporates the further distinction
within the SAS between a first-order level of cognitive control and a second-order level of
cognitive control based on higher order monitoring. It is the latter rather than the former
level of control that appears to be dissociated in hypnosis. This dissociation alters the
fundamental functioning of the SAS as a whole. PFC representations of task-related goals
and rules are still able to regulate cognitive processes; however, both the flexibility and
complexity of the cognitive processes able to be managed in this way remain much more
limited than those normally available to the SAS.

7.8 Signalling the adjustment of cognitive control
The revisions of DCT proposed so far, in addition to offering specific details on many
aspects of the neural implementation of functional aspects of the model, raise further
specific questions that address not only unresolved aspects of the model but also funda-
mental issues in the cognitive neuroscience of cognitive control. In particular, how does
ACC conflict monitoring signal appropriate adjustments in cognitive control, and 
how does this signalling process break down in hypnosis? Aston-Jones and Cohen (2005)
proposed that ACC projections trigger phasic changes in the neuromodulatory nora-
drenergic activity of the locus coeruleus, which brings about an adjustment in activity of
current prefrontal task representations. Nieuwenhuis et al. (2005) further proposed 
that this neuromodulatory response is the cause of the time-locked increase in frontal
and posterior EEG activity in response to motivationally salient sensory stimuli observed
in the P3 component of averaged waveforms. If these proposals are correct, one testable
implication for the revised model of DCT advanced here would be a general weakening
of the P3 responses (or similar novelty or error detection responses) in hypnotized
highly susceptible individuals.

Though there is considerable evidence for attenuation of P3 responses in the context of
specific hypnotic suggestions, e.g. analgesia (DePascalis et al. 1999) and obstructive hal-
lucination (Spiegel et al. 1985), these are not necessarily equivalent to the broader effects
of the hypnotized condition. Interestingly, in the study by Kaiser et al. (1997), although
NE was unaffected by hypnosis, the later error-related positivity (PE) was diminished by
hypnosis in the more highly susceptible participants. Even though much more work is
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needed to identify clearly the distinct functional role of the PE, there is evidence for a 
distinct role for the PE in affective evaluation, behavioural adaptation and error 
awareness processes (Falkenstein 2004). In a recent review of experimental literature
contrasting the PE with the NE, Overbeek et al. (2005) concluded that different responses
to a range of experimental manipulations demonstrate that the PE and NE must corre-
spond to distinct aspects of the error response process. They argued that in view of its
latency, topography and context, the most promising interpretation of the PE was that of
a P3 to an emotionally salient error response (an interpretation not inconsistent with 
any of those listed by Falkenstein). A replication and further investigation of the findings
of Kaiser et al., correcting the methodological limitations of that study, may open an
important avenue for the investigation of the neural processes underlying the dissociation
of conflict monitoring from adaptive change in cognitive control observed in hypnosis.

7.9 Differing roles of rostral versus dorsal ACC 
in hypnotic experience
Increases in the activation of various regions within the ACC have been a common
denominator in almost all imaging studies of the effects of hypnosis or various specific
hypnotic suggestions. One possible interpretation is that this simply reflects ACC
response to increased response conflict as a general feature of the hypnotic condition.
However, the ACC is a functionally heterogeneous region with roles extending 
well beyond conflict monitoring. Single-cell recording studies in monkeys have identified
different cells within the ACC that fire differentially in response to distinct events, such as
a reduction in anticipated rewards, the occurrence of response errors and the adjustment
of behaviour following feedback (Ridderinkhof et al. 2004). Bush et al. (2000) conducted
a meta-analysis of human imaging studies of cognitive and emotional tasks which 
supported a division between sensitivity to affective versus cognitive task demands along
the rostral to caudal axis of the ACC. Ridderinkhof et al. (2004) also conducted a meta-
analysis of feedback, error and conflict-related fMRI studies, and concluded that despite
considerable overlap, ACC foci activated by response conflict tend to cluster more 
dorsally than those activated by error or response feedback (i.e. response evaluation).
Yeung (2004) has proposed that ACC conflict monitoring (as evident in the NE) forms
the basis of cognitive input into further ACC evaluative, affective processing, which then
recruits adjustments in cognitive control.

PET studies of hypnotic hallucinations have identified changes in activation common
to both hallucinated and real sensory stimuli (but not to imagined stimuli) in both more
rostral (Szechtman et al. 1998; utilizing auditory experience) and caudal/dorsal
(Derbyshire et al. 2004; utilizing pain experience) regions of the ACC. Rainville et al.
(2002) carried out a PET study that contrasted activation before and after hypnotic
induction. In addition to other regions, the results identified multiple regions of the ACC
along the caudal–rostral axis from midcingulate ACC to rostral ACC, and, further along
this axis, to perigenual ACC. Rainville et al. (2002) then carried out a regression analysis
of changes in regional cerebral blood flow on self-ratings of mental relaxation and
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absorption taken after each scan. Relaxation during hypnosis was associated with activa-
tion in mid-ingulate and perigenual ACC, whereas ratings of absorption in hypnosis
were associated with activations in rostral ACC (a relationship further accentuated 
by removal of relaxation-related variance from the absorption scores). In another 
PET study, Faymonville et al. (2000) found the analgesic effects of pleasant hypnotic 
suggestions were related to changes in activity in the midcingulate region of the ACC.
Faymonville et al. (2003; see also Boly et al., Chapter 2) then conducted a psychophysio-
logical interaction analysis to determine which brain regions were modulated by midcin-
gulate activity in their response to noxious stimuli during the pleasant hypnotic
suggestions. Amongst the network of regions identified was the perigenual ACC.
In summary, these studies highlight multiple regions of ACC involvement in hypnosis as
part of wider cortical and subcortical networks regulating conscious experience.

In addition to regions of the ACC selectively sensitive to response conflict,
other regions engaged by hypnotic suggestions include both more rostral and, arguably,
higher order evaluative regions of the ACC. For example, ACC activations corresponding
to experiences of pain and ‘reality’ in the studies above may also be considered to reflect
evaluations of the corresponding sensory representations. In these experiments, different
ACC regions appear to be playing distinct but connected roles in the generation of
hypnotic experiences. We interpret these findings by first elaborating on the proposal 
by Yeung (2004) for unifying conflict monitoring and motivational accounts of the NE.
We suggest that the activity of specialized conflict-sensitive regions within dorsal and
midcingulate ACC (which in the case of errors generates the NE) is subsequently moni-
tored and evaluated in relation to affectively and motivationally relevant performance
outcomes in more rostral regions of the ACC. This process (which may include interac-
tions with other cortical and subcortical regions) occurs later than the initial conflict-
monitoring response and requires strong functional connectivity between dorsal and
rostral regions of the ACC. It is the outcome of this evaluative monitoring process which
then either directly or indirectly (through the modulation of phasic locus coeruleus
activity) triggers adaptive changes in cognitive control. In the case of error responses, it 
is this system that triggers the conscious correction processes associated with the PE.

7.10 Further development of DCT
In an important sense, the revised DCT turns out to be a theory about the control 
of control. We suggest that the crucial breakdown in the flexible (and, in particular, the
conscious intentional) adjustment of cognitive control occurs as a result of the disrup-
tion, not of the unconscious detection of conflict, but rather of the further evaluative
monitoring of that conflict detection. This evaluative process probably engages more 
rostral regions of the ACC and is subsequently responsible for signals triggering adaptive
change. In the results obtained by Egner et al. (2005), conflict-related activations to
colour naming incongruent stimuli were more extensive than to, for example, colour
naming congruent stimuli. This greater activation occurred particularly in more rostral
regions of the ACC. We suggest that this was due not only to ACC detection of greater
levels of response conflict, but also to the engagement of processes that evaluate and 
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signal the greater demands for cognitive control engendered by this conflict. Due to their
specificity, these further proposals for the neural implementation of dissociated control
are readily testable in a variety of available behavioural, EEG and imaging paradigms.

We conclude by summarizing the two related proposals we have advanced for the
extension of DCT. The first is based upon the cognitive neuropsychological model of
cognitive control developed and tested by Cohen and associates, and applied in studies
such as Jamieson and Sheehan (2004) and Egner et al. (2005) to examine the effects of
hypnosis and hypnotic susceptibility on the resolution of Stroop interference conflict.
This proposal incorporates, as did Hilgard’s earlier formulations of dissociation in 
hypnosis (e.g. Hilgard 1977), the critical distinction between monitoring and the imple-
mentation of control in the flexible regulation of cognitive systems. According to 
this, top-down biasing by prefrontal representations is able to play an important role in
facilitating responses in hypnosis that would not be possible by CS alone. However,
although information from conflict monitoring, mediated by regions within the ACC,
continues to be processed during hypnosis, it is (to varying degrees) unavailable to guide
the adjustment of active control of PFC representations.

The second proposed extension of DCT is more speculative. It seeks to specify more
closely how the neural implementation of higher order control breaks down in hypnosis
by drawing on recent attempts to integrate the affective and evaluative functions of
the ACC with its conflict-monitoring functions. In so doing, it also seeks to explain the
varied findings with respect to activation of differing regions within the ACC in a 
number of diverse imaging studies of hypnotic consciousness.

Both proposals are sufficiently clear to yield results that will show where and how they
fail to fit the phenomena and in what way they will need to be modified and developed to
achieve a more adequate theory. We hope they offer fruitful bases for the development of
our understanding of the altered relationship between consciousness and control that
DCT sees at the heart of hypnosis. In addition, this work should contribute to a wider
understanding of the nature of consciousness and control, and the variety of possible
relationships between them, which lie at the core of human experience.
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Chapter 8

New paradigms of hypnosis research

Graham A Jamieson and Harutomo Hasegawa

8.1 Introduction
In hypnosis, verbal suggestions, in responsive individuals, can lead to remarkable alter-
ations in subjective experiences. These include atypical changes in perception (positive
and negative hallucinations), pain (analgesia), memory (amnesia) and the experience of
volition. Some behaviours may appear to occur without volitional control (ideomotor
suggestion) whilst others occur despite volitional control (challenge suggestion). The
considerable effects of hypnotic suggestion on somatic physiology have been successfully
applied to the treatment of a variety of medical disorders, i.e. the effects of hypnosis may
be observed in phenomenological, behavioural and physiological data. Historically,
research paradigms in hypnosis have emphasized methodologies largely restricted to one
or another of these possible data sets.

Hypnotic suggestions do not ask subjects simply to imagine the suggested state of
affairs. Rather, the hypnotized person is required to experience, as if real, circumstances
which would permit responses consistent with the hypnotist’s suggestions (White 1941;
Sarbin and Coe 1972). However, if the hypnotized person were to operate only within
this framework, they would lose contact with the changing demands of the hypnotist’s
communications, the actual social reality with which they are engaged. Such a response is
neither imagination nor hallucination in the usual sense of these terms. Rather, it calls
for a complex and fluidly shifting set of relationships between the subject and hypnotist,
subject and reality; and subject and their own sense of self (McConkey and Barnier
2004). Hypnotized persons are required to cooperate but not to comply, in the literal
sense with the hypnotist’s suggestions. This instills a particular motivation to adopt a
mental framework consistent with the suggestions of the hypnotist (Shor 1962). This
important motivational component of hypnotic response has traditionally been termed
rapport. A theory of hypnosis is therefore a theory of phenomena in which the interplay
of social, affective and cognitive elements is inextricably bound. At the same time, it is a
theory of phenomena with essential expressions in phenomenological, behavioural and
physiological domains.

8.2 The need for convergent inquiry
These complex social, motivational and cognitive elements within the hypnotic context
have been the subject of careful behavioural and phenomenological investigation by the



last wave of hypnosis researchers. Sheehan and Perry (1976) carefully document and
contrast many of the specialized methodologies that emerged in that generation of hyp-
nosis research. They observe the close relationships between the methodologies adopted
by different groups of researchers and the theoretical frameworks within which they
operate. Each methodological paradigm makes possible a certain set of observations, but
in doing so necessarily excludes the possibility of observations lying outside that frame-
work. Thus the methodological paradigms developed by researchers from radically dif-
fering theoretical perspectives may serve to act as a hermetic seal preventing data from
one such paradigm from challenging the internal logic linking observation and theories
within alternative paradigms. Sheehan and Perry called for, and presented a detailed
example of, systematic cross-paradigm enquiry to address this issue. Alas, that call fell on
largely deaf ears. A generation later it is perhaps even more relevant to emerging cogni-
tive affective and social neuroscience research programmes in hypnosis and conscious-
ness. Methodologies of hypnosis (Sheehan and Perry 1976) remains essential reading if this
generation of hypnosis researchers is to build upon the lessons of the past rather than
repeat its mistakes.

8.3 Levels of explanation
A widely influential account of the relationship between various types of scientific expla-
nation is that they mirror the division of the physical world into a nested series of organ-
ized systems. This view has its roots in nineteenth century studies of the physiology of
homoeostasis and later in the development of cybernetics in the early twentieth century.
In this framework, a system refers to a set of processes forming a functional unit, the
properties of which depend on the relationships between its parts. Nature may be illus-
trated as a hierarchy of systems, extending from subatomic particles to ecosystems and
perhaps beyond (see Fig. 8.1). A structure on one level of organization in this scheme is a
function of processes on a lower level, and a structure does not exist independently of the
sum of its components and their interactions (Wimsatt 1976). For example, Wagstaff
(2000, p. 155) uses the notion of levels of explanation to locate psychological explanations in
the physical world without reducing them to physiological explanations, ‘In psychology
there are many complex explanatory models that are not based on physiology … However,
the argument that such models cannot ultimately explain anything because they do not
refer to physiology is mistaken: instead, it is more accurate to say that the processes
described by such theories represent a different level of explanation.’

In a recent attempt to apply this framework to the divisions within hypnosis research,
Kallio and Revonsuo (2003, p. 137) first suggest that there is a ‘correct level’ for the expla-
nation of any phenomena, ‘Determining the correct level of description of any phenom-
enon is absolutely vital, for otherwise the details of the explanatory task will remain
unclear … It should be noted that the complete description and explanation usually
crosses several levels of description. Still, a particular phenomenon resides at a particular
level of description, and as long as it is unclear what the proper level of description is,
the explanatory task cannot be completed’. Kallio and Revonsuo (2003) then develop the
thesis that the state/non-state debate in hypnosis research may be interpreted as a 
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disagreement about the level of description on which hypnosis should be conceptualized.
However, Wagstaff and Cole (2005) have argued that the differences between (for example)
Hilgard’s neodissociation (state) theory and Spanos’ social–psychological (non-state) the-
ory arise not primarily because they involve different levels of explanation, but because
the postulated mechanisms are different. As they state (Wagstaff and Cole 2005, p. 15),
‘Hilgard’s (1977, 1986) theory assumes that there exist dissociated and fairly autonomous
control subsystems, whereas Spanos (1991) argues that, at a cognitive level, there are no
such autonomous systems, and Kirsch and Lynn (1997) argue that control in hypnosis
should best be viewed in terms of the sort of cognitive supervisory attentional system pos-
tulated by Shallice and others’. Wagstaff himself believes that the pursuit of a unifying the-
ory of hypnosis is misguided. As he states (Wagstaff 1991, p. 362), ‘If we have not been able
to find the explanation for hypnotic phenomena, it is not because we lack the technology;
it is because there is no single explanation for all hypnotic phenomena’.

8.4 Domains of explanation
Psychological phenomena play an important role in many physiological explanations.
For example, a physician might conclude in a case of aggravated rheumatoid arthritis
that inflammation in the joints resulted from ‘anger’. One approach is simply to regard
these psychological explanations as metaphors for dynamic physiological states. However,
the subjective experiences which lie at the core of these psychological phenomena possess
properties (qualia) that, despite ingenious arguments to the contrary, remain resistant to
interlevel reduction (Chalmers 1995, 2000). This has important implications for any sci-
entific methodology seeking to understand psychological phenomena as part of a unified
natural order. ‘Biological naturalism’, which acknowledges the fundamental, irreducible
nature of subjective experiences as well as its neurobiological basis, should now be 
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considered as an alternative to either functionalism or reductionist materialism by the
cognitive neuroscience community (Searle, 1998, 2004). Consistent with this framework,
we propose approaching psychological phenomena (and hence hypnosis) not as a level of
explanation but as an expression of a unified underlying reality requiring distinct forms
of description but spanning multiple levels of physical organization.

We introduced the concept of domains of explanation in order to construct integrated
explanations of psychological processes (Hasegawa and Jamieson 2002). Whilst levels of
organization refer to divisions within a specific explanatory domain (the physical),
domains of explanation distinguish descriptions (comprising both theories and data) of
irreducible but interdependent facets of a single underlying reality. We identify three
domains of explanation: the physical, the experiential and the informational, where these
divisions correspond to currently understood ontological boundaries (Fig. 8.2).

NEW PARADIGMS OF HYPNOSIS RESEARCH136

Experiential
Domain

Informational
Domain

Society
Individuals

Tissues
Cells

Molecules
Atoms

Sub-atomic

Physical
Domain

Fig. 8.2 Domains of explanation.

◆ The physical domain of explanation concerns the structures and processes traditionally
described by the natural sciences, which may be considered on multiple levels of
organization.

◆ The experiential domain of explanation concerns the qualities, content and meaning
of subjective experiences.

◆ The informational domain of explanation concerns the content and transformation
of information embodied in physical processes, which are inferred through their
observable behaviour.

Psychological phenomena such as hypnosis may be investigated from within each of the
three domains of explanation. Although the domains may be ontologically irreducible, they
are interdependent. The relationships across domains for particular phenomena must be
specified through actual research. Data from the three domains may be applied to constrain
unified theoretical accounts of the reality underlying the phenomena. This approach builds
upon the call by Sheehan and Perry (1976) for the development of strategic experimental



programmes of convergent enquiry across divergent methodological paradigms. Unlike
previous proposals, it mandates active cooperation in ongoing research (rather than peace-
ful co-existence) to achieve integration between existing research programmes.

Figure 8.3 is a diagrammatic representation of our view. It shows how the study of hyp-
nosis can be approached from different perspectives, which may be related to each other. It
directly suggests specific research agendas, as shown in Table 8.1. Until recently A, B and C
largely described the approaches available for hypnosis research. However, the emergence
of systems-level neuroscience now enables the development of D, E and F, which represent
research programmes across the boundaries of previous scientific disciplines.
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Table 8.1 Research agendas for hypnosis

Fig. 8.3 Research question

A Which experiences are associated with hypnosis?

B Which behaviours and neurophysiology are associated with hypnosis?

C Which information processing functions are associated with hypnosis?

D How does experience relate to information processing functions?

E How does experience relate to observed behaviour and neurophysiology?

F How does information processing relate to observed behaviour and neurophysiology?



8.5 Cognitive neuroscience and integrated explanation
The practical possibility of such a programme of convergent inquiry has emerged as a
consequence of recent developments in technology and signal processing that enable the
study of patterns of dynamic physiological activity in the living human brain as it
engages in specific behavioural tasks, mental activities and experiences.
Electroencephalography (EEG) and magnetoencephalography (MEG) provide millisec-
ond temporal resolution snapshots of patterns of electrocortical activity, while imaging
modalities such as functional magnetic resonance imaging (fMRI) and positron emis-
sion tomography (PET) are capable of providing a high level of spatial resolution on
other aspects of physiological brain activity. These data may be integrated with concur-
rent behavioural and phenomenological data obtained during experimentally manipu-
lated cognitive, affective, social or other psychological states. An important additional
element of this revolution in research technologies is that it enables us to study patterns
of interconnected activity across many elements of a system, rather than isolated data
from individual elements. Furthermore, the transformation of these patterns can be
mapped as they evolve in time in specific functional contexts. The application of new
mathematical tools from the field of signal processing to the analysis of complex patterns
of linear and non-linear functional connectivity in such data sets (Stam 2005; Burgess,
Chapter 11) is crucial to the development of a new generation of psychological explana-
tion. It is now possible to develop and test hypothetical constructs with logical and
empirical links across physiological, behavioural and phenomenological data sets.

Cognitive and social psychologists working within existing behavioural experimental
paradigms provide important criticisms of earlier physiological theory and experimenta-
tion in hypnosis research. For example, there are many reports of isolated physiological
measures, purported to be correlates of hypnosis or hypnotizability, which have been
observed to vary in relation to either hypnotic susceptibility or a particular hypnotic
manipulation. These results have frequently been interpreted in association with reports
of relationships between the same measure and other psychological constructs. Whilst this
is a legitimate heuristic for generating hypotheses for further investigation, it cannot pro-
vide a deductively valid inference to underlying theoretical models (Wagstaff 2000).
The logic of such an inference is analogous to:

‘Rover’ has 4 legs

A chair has 4 legs

Therefore, ‘Rover’ is a chair.

For example, it is reported that hypnosis is associated with increased power in the theta
band of EEG frequencies (see Ray, Chapter 12). These findings are of genuine interest.
However, theta power has been observed to be associated with relaxation in some studies
and cognitive effort in others, so relying on this common logic, theta in hypnosis may be
(and has been) interpreted as a marker of focused concentration and mental relaxation.
Further observational studies employing such loose inductive inference will be able to
match almost any psychophysiological observation to fit their desired interpretation.

NEW PARADIGMS OF HYPNOSIS RESEARCH138



What is instead required is self-critical research based on explicit theoretical models speci-
fying the precise role of physiological variables in implementing psychological processes.

8.6 Hypnosis and altered states of consciousness
The differences between the paradigm advocated here and existing alternatives is clearly
illustrated in its strategic approach to the unresolved question dominating hypnosis
research for the last 50 years, that is whether or not hypnosis constitutes an altered state of
consciousness (ASC). The basis on which an ASC has been inferred in hypnosis is the
occurrence of apparently striking changes in the subjective experience of hypnotized sub-
jects. As Kihlstrom puts it:

There is a state of altered consciousness in hypnosis: amnesic subjects cannot remember things
they should be able to remember; analgesic subjects do not feel pain that they should feel; subjects
asked to be ‘blind’ and ‘deaf ’ do not see and hear things that they should be able to see and hear …
These are alterations in conscious experience observed in hypnosis, and it does not matter if they
can also occur in the absence of a hypnotic induction, and it does not matter if there are no physio-
logical markers of hypnosis. These alterations in consciousness are what make hypnosis interesting,
and they remain to be described and explained.

(Kihlstrom 1997, p. 326)

There is broad agreement between both state and non-state theorists that marked
qualitative changes do occur in the experience of hypnotized subjects. The key area of
disagreement is on how these changes in experience are to be explained. State theorists
believe such phenomena require the presence of an alteration in the structure, not merely
the content, of consciousness. Non-state theorists, such as Barber (1969), object that in
so doing state theorists are merely substituting one unknown for another. As an alterna-
tive, non-state theorists refer to a range of mundane cognitive and social psychological
processes which may account for hypnotic responses. Kirsch, a non-state theorist, offers
the following useful definition of the state/non-state debate:

The questions dividing state from non-state theorists are: (1) is there a uniquely hypnotic back-
ground state (trance) produced by hypnotic inductions (2) if so, are the experiences produced by
suggestion in any way dependent on this trance state.

(Kirsch 2000, p. 277)

According to the logic of the non-state position, if an ASC is playing a causal role then
a hypnotic induction ritual, which presumably induces the ASC, should play a critical
role in enabling hypnotic responses (Sheehan and Perry 1976). In order to test this logic,
non-state theorists have devised a number of suggestion scales that can be administered
with or without a hypnotic induction. Work with these scales has demonstrated that
responsiveness to suggestions in hypnosis is closely correlated with responsiveness to the
same suggestions without a hypnotic induction (Barber 2000). Indeed, Braffman and
Kirsch (1999) have even argued that hypnotic susceptibility should be redefined not as
response to suggestion in hypnosis but as the increase in responsiveness to these sugges-
tions that results from the administration of a hypnotic induction ritual. This non-state
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logic is hotly contested by state theorists who maintain that the hypnotic state may be (and
often is) spontaneously elicited by highly susceptible subjects in their daily life outside of
the hypnotic context (Barabasz 2005/2006).

The empirical question of the causal role of an ASC in the production of hypnotic phe-
nomena raises a series of important conceptual questions. Is it possible to define an ASC
in a meaningful way? How is it possible for an ASC to cause or explain anything? Finally,
how can an ASC be represented in scientific measurements?

Tart (1983/2000) proposes the useful definition that a state of consciousness may be
considered as a discrete pattern of interactions amongst, what he terms, psychological
structures:

The terms state of consciousness and altered state of consciousness have come to be used too
loosely, to mean whatever is on one’s mind at the moment. The new term discrete state of con-
sciousness (d-SoC) is proposed for greater precision. A d-SoC is a unique, dynamic pattern or
configuration of psychological structures, an active system of psychological subsystems.
Although the component structures/subsystems show some variation within a d-SoC, the overall
pattern, the overall system properties remain recognisably the same. If, as you sit reading, you
think, ‘I am dreaming’ instead of ‘I am awake,’ you have changed a small cognitive element in
your consciousness but not affected at all the basic pattern we call your waking state. In spite of
subsystem variation and environmental variation, a d-SoC is stabilized by a number of processes
so that it retains its identity and function …. A discrete altered state of consciousness (d-ASC)
refers to a d-SoC that is different from some baseline state of consciousness (b-SoC). Usually the
ordinary state is taken as the baseline state. A d-ASC is a new system with unique properties of its
own, a restructuring of consciousness. Altered is intended as a purely descriptive term, carrying
no values.

(Tart 1983/2000, p. 5)

This definition requires the use of appropriate phenomenological measures capable of
reflecting just such changes in the organization of experience as a first step in identifying
the presence of an ASC. Current methodologies which may contribute to this require-
ment include the Experiential Analysis Technique (Sheehan and McConkey 1982), the
Experiential Method (Price and Barrell 1990) and the Phenomenology of Consciousness
Inventory (Pekala and Kumar, Chapter 10). Whilst phenomenology can identify and
describe many important features of an ASC such a description is not in itself an
explanatory construct. Determining the nature of what Tart describes as ‘psychological
structures’ will be crucial to any causal explanation. The psychological structures referred
to above must be further specified as those which regulate the basic parameters of con-
sciousness (Rainville and Price 2003). Only in this way can changes in the operation of
these structures correspond to changes in the organizational framework of experience
over and above the specific objects of consciousness (Shor 1959). These structures there-
fore overlap, but extend beyond, the domain of consciousness. From the perspective of
biological naturalism we would expect to find:

1. their expression in the physiological dynamics of the systems involved and;

2. a recognizable isomorphism (not merely a correlation) between the phenomenological
dynamics and physiological dynamics of such overlapping structures.
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8.7 Altered states of consciousness and altered 
states of brain networks
Available methods for the analysis of brain imaging data readily permit the identification
of networks of interaction and communication between multiple brain regions engaged
in specific functional contexts (Boly et al., Chapter 2). Distinct networks of brain regions
have been reported in relation to aspects of the state of consciousness and in relation to
aspects of the representational objects of consciousness (Rainville and Price 2003). The
meta-analysis of functional brain imaging studies has identified an important network 
of functionally interacting brain regions characteristic of the waking baseline condition
which frequently forms the control condition of such studies (Gusnard and Raichle 2001;
Greicius et al. 2003). This waking baseline network has important implications for 
the concept of the waking state in hypnosis research. This pattern of activation and 
functional connectivity is typically suppressed when the subject begins to perform 
an active cognitive task, i.e. waking consciousness does not consist of a single 
discrete state but occurs in different modes each with its characteristic state of brain
organization. The concept of discrete states of brain organization is emerging as a critical
theoretical tool both for systems-level neuroscience and for the scientific study of
consciousness.

Our framework predicts that a discrete ASC must also be expressed in a discrete altered
state of brain networks (ASB). A discrete altered state of the conscious brain is present when
the dominant network of functional connectivity between local brain regions and its oscilla-
tory dynamics have changed from a defined baseline state. Whilst the former is best
approached employing the spatial resolution of brain imaging technologies (such as fMRI),
the latter is best approached through the temporal resolution of EEG/MEG. Both approaches
must be combined for critical elements of this picture to emerge. While something like the
concept of an ASB is necessary for the description of brain dynamics, the ASBs correspon-
ding to ASCs are a subset of possible and actual ASBs. If identified and described, they will
constitute a core component of what has been called the neural correlates of consciousness
(NCC). As such, they make definite claims about what kind of thing can be a candidate NCC
and focus our efforts on where and how to look for such candidates.

Consider, for example, when an alert wakeful baseline state of consciousness changes to
an ASC in the transition from wakefulness to sleep. The alert wakeful state, in which con-
scious awareness is largely preoccupied with external reality, is replaced by an apparent loss
of consciousness first in non-REM (rapid eye movement) sleep in which perception is dull
or absent, then proceeding to REM sleep in which there can be vivid internally generated
imagery. As Hobson (2005, p. 1254) states, ‘… sleep should be regarded as a reorganisation
of neuronal activity rather than a cessation of activity’. The cellular and molecular mecha-
nisms that underlie these transitions in states of consciousness have been demonstrated in
animal models and have been shown to involve the complex interplay of thalamic and cor-
tical neurons (Steriade et al. 1993; Hobson and Pace-Schott 2002; Massimini et al. 2005).
Another example of an ASC is the absence seizure, in which there is an isolated loss of con-
sciousness whilst the subject appears to be awake. The cellular and molecular derangements
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in this disorder have been found to resemble closely those that occur during the transition
from waking to non-REM sleep (Kostopoulos 2000; Steriade 2005).

8.8 Testing for altered states of brain consciousness
The flow of consciousness from one experience to another (e.g. now I see a tree, next 
I hear a bird) does not in itself constitute a change in d-SoC. Neither does the constant
flux of brain activity from one moment to another in itself qualify as the sort of ASB
hypothesized as a conjoint condition of a phenomenological ASC. Rather an ASB corre-
sponds to a discrete change in the dynamics which regulate the spatial and temporal flux
of physiological brain states. In this way, an ASB is not immediately identifiable with the
changes in individual physiological measures reported in many psychophysiological
studies of hypnosis. It remains extremely important to study the relationship of individ-
ual psychophysiological measures to specific hypnotic phenomena. Such observations
may provide clues to the influence of an ASB relevant to hypnosis; however, such an ASB
must in principle be identifiable beyond the dynamics either of isolated physiological
measures or of specific hypnotic phenomena (cf. Kirsch 2000). In order to confirm the
presence of either a baseline or altered state of brain functioning, we require the applica-
tion of tools specifically developed to describe and identify discrete patterns of higher
order dynamics in the spatial and temporal transformations of more localized neuro-
physiological measures. Whilst they remain important traditional measures, such as aver-
aged event-related potentials and spectral band power in EEG or simple subtraction
contrasts to identify regions of activation in imaging studies, they are not in themselves
adequate for this task. The development of appropriate tools is currently the subject of
an intensive effort by some of the leading contributors to EEG/MEG and imaging
research methods (see, for example, the work of, Dietrich Lehman, Karl Friston, Walter
Freeman, Cornelius Stam, Michael Breakspear, Olaf Sporns and their associates). Whilst
much work remains to be done a substantial tool kit is already available for researchers to
apply to the question of the role of ASCs in hypnosis (see Burgess, Chapter 11).

Different experiences (with or without an ASC) entail different patterns of brain activ-
ity readily detectable in many measures. By itself, demonstrating that changes in a meas-
ure of brain activity occur in conjunction with the changes in experience which occur in
hypnosis is insufficient to establish the role of an ASC in the production of hypnotic phe-
nomena. In contrast to this approach, we predict that a major change in the organiza-
tional framework controlling conscious experience will be reflected in a major change in
brain dynamics (the pattern of integration and interaction amongst specific ongoing
brain processes). This is a testable proposition within the scope of contemporary cogni-
tive neuroscience. However, it is necessary to employ methodologies which allow the
identification and description of discrete states of brain dynamics. If there is no change
in the organizational dynamics (as distinct from highly specific brain events) that map
onto the changes in the organizational framework of conscious experience (as distinct
from the specific elements within conscious experience) associated with highly susceptible
individuals in hypnotic contexts, then there is no state of hypnosis.
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This is now ultimately an empirical question. Empirical questions are, however, rarely
if ever resolved by a single study. Rather, they require sustained programmes of mutually
critical research amongst a community of scientists. Although a number of studies have
taken important steps in this direction, we do not believe the issue to be resolved. For
example, the serendipitous discovery of characteristic states of the brain within waking
consciousness strongly suggests that the concept of a single waking state, so often assumed
in the state–non-state debate, simply does not correspond to reality. Instead it raises the
intriguing possibility that what has been called the state of hypnosis will correspond to a
variant of one (or more) of the states otherwise found in waking awareness. Such an out-
come would require deep revisions in current state and non-state positions alike. We are
clearly at the beginning of a new phase of discovery and exploration, and we invite the
reader to join us.
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Chapter 9

Hypnosis and neuroscience:
implications for the altered 
state debate

Steven Jay Lynn, Irving Kirsch, Josh Knox, 
Oliver Fassler, and Scott O Lilienfeld

For more than 200 years, the phenomena of hypnosis have intrigued the scientific com-
munity and the general public. During hypnosis, many people appear to lose control
over normally voluntary behaviour; some exhibit temporary, selective amnesia; they
report seeing and hearing things that are not present and not seeing or hearing things
that are present. Additionally, suggested responses often have an involuntary or auto-
matic quality. Behaviour and reported experiences of this sort seem so extraordinary that
it is not surprising that both laypersons and workers in the field of hypnosis have
assumed they were due to an altered state of consciousness or ‘trance’ (e.g. Hilgard 1965;
Spiegel and Spiegel 1978; Erickson 1980; Edmonston 1981; Spiegel 1998). According to
Kallio and Revonsuo (2003), the central question regarding hypnosis as an altered state
of consciousness (ASC) is whether a special hypnotic state gives rise to altered experi-
ences produced by suggestion. Many altered state proponents also believe that enhanced
suggestibility is one of the features of trance.

In contrast to these views, non-state theorists (e.g. Barber 1969; Spanos 1986; Kirsch
1991; Lynn and Rhue 1991; Sarbin 1991; Wagstaff 1991) hold that the feeling of an
altered state is merely one of the many subjective effects of suggestion, and that it is not
required for the experience of any other suggested effects (Kirsch and Lynn 1995).
According to non-state theorists, variables including motivation, expectancies, respon-
siveness to imaginative suggestions, demand characteristics, rapport and how partici-
pants interpret suggestions account for differences in suggestibility and shape hypnotic
experiences.

Theories that are difficult to classify as either state or non-state generally posit what has
been referred to as a weak interpretation of the altered state hypothesis (Kihlstrom 1985).
From this perspective, altered state is merely a descriptive term denoting changes in con-
sciousness, rather than a causal factor in the production of hypnotic experiences. These
theories (McConkey 1991; Sheehan 1991; Brown and Oakley 2004) acknowledge the
importance of the social cues, participants’ motivated commitment to experience hypnosis,
and cognitive skills and strategies.



During the 1960s and 1970s, the altered state issue was acknowledged to be the most
contentious issue in the field (Sheehan and Perry 1976). Despite various pronounce-
ments of convergence in the altered state debate (Spanos and Barber 1974; Kirsch and
Lynn 1995), the controversy has continued. Some proponents of the altered state view
have claimed to find more or less definitive evidence for the neurological underpinnings
of the hypothesized ‘trance’ or altered state. De Benedittis and Sironi (1988) stated, ‘the
trance state is associated with the hippocampal activity, concomitant with a partial amy-
daloid (sic) complex functional inhibition’ (p. 104). Gruzelier’s (1996) review of the psy-
chophysiological concomitants of hypnosis concluded, ‘We can now acknowledge that
hypnosis is indeed a “state” and redirect energies earlier spent on the “state–non state
debate”. Maquet and his colleagues (Maquet et al. 1999) claimed to have determined the
‘functional neuroanatomy of hypnotic state’ (p. 327). Woody and Szechtman (2003)
observed that brain imaging work has breathed new life into the state issue by providing
a detailed ‘psychophysiological window’ (Rainville et al. 1999, 2002). Killeen and Nash
(2003) stated, ‘It has become clear … that the operation of the brain is different in
important ways for subjects in the hypnotic state engaged in hypnotic responses versus
those engaged in the same responses absent the hypnotic protocol’ (pp. 220–221).

The debate has sometimes been obscured by mischaracterizations of non-state theo-
rists’ positions. Gruzelier (2000) proposed that an integration of neurobiological and
socio-cognitive perspectives could promote the understanding of hypnosis and its
humanistic applications. He further stated, ‘… hypnosis is an altered state of brain func-
tional organization …’ (p. 51). Under a heading ‘The death knell of neurobiological
investigation: the rush to judgment’, Gruzelier (2000) states, ‘Kirsch and Lynn (1998) 
and Wagstaff (1998) claim that no marker of a hypnotic state has been discovered 
after decades of investigation, and that the search for one should be discontinued.
A neurobiological explanation does not exist. Neurobiologists may rightly wonder how such
an unworldly view exists’ (p. 52). However, contrary to Gruzelier’s accusation of a ‘rush to
judgment’, we never implied any such thing. In fact, in the article Gruzelier cited, we made
no mention of the role of neurobiological investigations in the domain of hypnosis research.

Here is what we actually said about the issue at hand. In our 1995 review (Kirsch and
Lynn 1995), we did state that after the failure to find reliable markers of trance after 
50 years of careful research, ‘most researchers have concluded that this hypothesis has
outlived its usefulness’ (p. 853). However, we went on to say that this state of affairs did
not preclude the possibility that such indicators would eventually be discovered, and we
underscored the importance of identifying the physiological substrates of hypnosis. Far
from declaring the issue dead, we identified three ways in which scientists could usefully
approach the question of identifying the physiological substrates of hypnosis: (1) identify
the physiological substrate of the hypothesized hypnotic state; (2) identify the physiologi-
cal correlates of differences in hypnotic suggestibility; and (3) determine the physiological
substrates of responses to suggestions.

More recently, we (Lynn and Kirsch 2006) observed that the search for a discrete state
of hypnosis ‘… is arguably one of the most fascinating and important endeavors in the
field of hypnosis, which will no doubt be abetted by increasingly sophisticated brain
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imaging methodologies (Ray and Oathies 2003). Research on the neurophysiological
concomitants of both hypnotic and nonhypnotic experiences promises to illuminate many
important aspects of human consciousness (see Hasegawa and Jamieson 2002)’ (p. 200).

The present chapter is written in the spirit of fostering a congenial dialogue between
state and non-state theorists (Kihlstrom 2003). We will review studies relevant to each
of the three ways we proposed to address the question of the physiological substrates 
of hypnosis, including studies that Christensen (2005, p. 286) identified as representing
‘replicated research over the past 2 decades supporting state-based theories of
hypnosis’.

9.1 The effects of suggestions
Non-state theorists contend that there is no need to infer the existence of a special hyp-
notic state or trance to account for responsiveness to suggestions. However, non-state
theorists do not deny that hypnosis reflects genuine alterations in consciousness. Based
on findings that changes in brain activation in a number of regions can be observed
during hypnosis (Faymonville et al. 2000; Rainville et al. 2000), Peter Bloom (2004)
declared ‘We now have the proof: Words change physiology!’ We agree with this assess-
ment (e.g. see also Kirsch and Lynn 1995). However, the power of words, much less the
power of imagination, is not under dispute. Finding physiological concomitants of a
hypnotic induction and suggestions would be consistent with all theories, including
non-state theories. All subjective experiences are assumed to have physiological sub-
strates or correlates that are potentially localizable or detectable (Hyland 1985;
Wagstaff 2000; Willlingham and Dunn 2003). According to non-state theorists, psy-
chophysiological correlates of hypnosis are inevitable and expected by-products of ‘the
various activities engaged in by the subject as he or she responds to the demands of
hypnotic suggestions by variously relaxing, sifting attention, concentrating, “drifting”,
imagining, “letting go”, thinking, complying and so on, depending on the suggestion’
(Wagstaff 2000, p. 156).

There is a surprising degree of consensus, among researchers identified with both a
non-state and weak interpretation of the altered state position, that hypnosis is not a uni-
form state, but rather reflects what participants ‘do’ during hypnosis (see Kihlstrom
2003), which varies as a function of the suggestions they receive. As Kihlstrom (2003)
observed, ‘At one moment, the hypnotic subject is experiencing a direct motor sugges-
tion; at another, a challenge suggestion; at another, suggestion for a positive or negative
hallucination; at yet another, a suggestion for amnesia or posthypnotic response. Each of
these hypnotic activities and experiences is likely to be mediated by a different brain
module or system, and it is not clear that they will have anything in common’ (p. 181).
Kihlstrom (2003) further noted that Crawford and Gruzelier’s proposal ‘that hypnosis
selectively activates a variety of cortical and subcortical structures and systems, depend-
ing on the task required of the subject (Crawford 2001; Gruzelier 1998) … marks the
abandonment of the search for unique correlates of hypnosis or hypnotizability, because
it predicts quantitative, but not qualitative differences between hypnosis and control
conditions’ (p. 181).
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In a similar vein, Horton and Crawford (2004) recently concluded that different pat-
terns of electroencephalographic (EEG) activity depend upon the task being experienced
because hypnosis is not a unitary state. They point to hypnosis studies showing that
enhanced theta is observed ‘when there is task performance or concentrative hypnosis
(e.g. Crawford 1990; Sabourin et al. 1990; Graffin et al. 1995), but not when the highly
hypnotizable individuals are passively relaxed, somewhat sleepy and/or more diffuse in
their attention (Graffin et al. 1995; Williams and Gruzelier 2001)’ (p. 140). Jasiukaitis et al.
(1997) also underlined the importance of the task in determining hemispheric activation
during hypnosis. Woody and McConkey (2003) imply that different patterns of brain
activation will correspond to different suggestions insofar as disparate abilities, presum-
ably related to different cortical activation patterns, may be required to respond to sugges-
tions, say for hand levitation versus hypnotic analgesia. They also proposed that people
with different abilities may produce the same response in different ways, presumably via
different cortical structures or mechanisms.

Research from a variety of quarters supports the suggestion-bound nature of psy-
chophysiological activity. Barabasz et al. (1999) found that participants responded very
differently depending on the suggestion they received for hypnotic blindness. In all
cases, subjects reported that they could not perceive the target stimulus. When subjects
received suggestions to produce blindness by creating a hypnotically obstructed halluci-
nation, their P300 component of the event-related potential (ERP) in response to the
visual stimulus was reduced, as expected. The authors suggested that this occurred
because the suggestion conveyed the demand that perception of the stimulus would
diminish. However, when subjects received suggestions that they would not see or hear
anything at all, the amplitude of the P300 component increased, contrary to expecta-
tions. The authors attributed the unexpected finding as due to participants’ surprise
that they could still perceive the stimulus to some extent, despite suggestions to mask
perception of the stimulus.

Wagstaff (1998) proffered a non-state, strategy-based account of the findings. More
specifically, he contended that the results make sense if subjects strategically concentrate
on the stimulus to ‘obliterate it’, but are unsuccessful in doing so. The fact that cognitive
strategies did come into play is suggested by the following example cited by Barabasz 
et al. (1999): ‘One [participant], showing only a moderate ERP amplitude attenuation in
the obstructive condition, noted she pictured a cardboard box in front of the computer
monitor, but “I pictured a rather small box that didn’t block the entire screen!”’
De Pascalis and Carboni (1997) asked subjects to imagine a glove that covered a wrist
that was exposed to electric stimuli of mild intensity. The authors interpreted a reduction
of P300 peak in the posterior region of the left hemisphere as ‘the product of a compet-
ing effect between the hallucinated obstructive mental image and the processing of
somatosensory stimulation’ (Ray and De Pascalis 2003, pp. 151–152). These results are
consistent with strategic attempts to reconcile suggestion and reality rather than an
unvarying altered state that is produced by hypnosis across subjects.

The modulating effects of suggestions are likewise evident in other studies of hypnotic
analgesia. DePascalis et al. (1999) determined that a focused analgesia suggestion (focus
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on hand and produce an obstructive hallucination of a glove covering it) produced more
pronounced task-related changes in evoked potential responses (P300 and N2) than both
suggestions for dissociated imagery (i.e. imagine oneself floating out of the body and ‘up
in the air’) and deep relaxation. The study showed that the nature of the suggestion does
affect brain activity; however, it is difficult to conclude much beyond this, insofar as the
nature of the suggestion is conflated with task difficulty. That is, the dissociative imagery
may have been more difficult to produce than the obstructive imagery, as implied by the
authors, who argued that the latter condition might have required more processing
capacity. Moreover, relaxation-based strategies may not promote distraction and may
therefore be less effective in diminishing pain in general. However, what is clear is that if
hypnosis produces an altered state that yields a consistent biological marker of trance,
then this marker should be apparent regardless of how suggestions are worded or what
strategies are used.

Two studies conducted by Rainville and his associates’ underline this conclusion. In
their first study (Rainville et al. 1997) using positron emission tomography (PET), they
used hypnotic suggestions to alter the affective dimension of pain sensation. This
resulted in changes in ratings of the unpleasantness of painful heat stimuli, and modula-
tion in activity in the anterior cingulate cortex (ACC). However, the suggestions did not
alter ratings of stimulus intensity, and did not affect somatosensory brain structures 
(S1 or S2). In their second study (Hofbauer et al. 2001), when participants received sug-
gestions that modulated pain sensation (see also Rainville et al. 1999a), one of the
somatosensory structures (S1) was activated, but no changes were observed in the ACC. In
summary, consistent with a non-state view (and therefore also with a ‘weak’ state view),
the physiological correlates of hypnotic responses depend heavily on the task, the partic-
ipants’ cognitive activities and the specific suggestions presented, rather than the produc-
tion of a singular, fixed, or unique altered state following an induction (Wagstaff 1998;
Ray and DePascalis 2003).

Participants’ responses to suggestions for altered perceptions are correlated with physi-
ological responses. For example, Spiegel’s (2003) review indicates that hypnotic sugges-
tions can modulate ERP amplitude changes in the sensory association cortex with
respect to: (1) visual stimuli (Spiegel 1985; Spiegel and Barabasz 1988; Jasiukaitis et al.
1996; DePascalis and Carboni 1997); (2) olfactory stimuli (Barabasz and Lonsdale 1983);
(3) somatosensory perceptual stimuli (Spiegel et al. 1989; De Pascalis et al. 1999, 2001);
and (iv) suggestions for hypnotic numbness (Spiegel et al. 1989). Changes in 
the somatosensory cortex have also been observed, as a function of hypnotic analgesia
suggestions for ischaemic pain (Crawford et al. 1993).

Hypnotic suggestions can produce impressive changes in brain activation that closely
resemble those produced by actual perceptual experiences. Szechtman et al. (1998)
demonstrated that highly suggestible subjects exhibited increased regional blood flow in
the right ACC, as assessed by PET, in response to suggestions to hallucinate a person’s
voice during hypnosis (Szechtman et al. 1998; Woody and Szechtman 2000), in contrast
to imagining and baseline. In the hallucinating group, a strong positive correlation was
found between activation (as measured by regional blood flow by PET) in this region and
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the participants’ ratings of their experience (match with external reality r = 0.95; clarity 
r = 0.85). Woody and Szechtman (2000) are clear that the intent of their study was to use
hypnosis to study the nature of hallucinations, rather than to study the nature of hypno-
sis itself. Indeed, their study did not evaluate subjects who were not hypnotized but
received the identical suggestion to hallucinate a person’s voice.

Kosslyn et al. (2000) found that hypnotic suggestions produce changes in blood flow in
the brain similar to those that occur in the actual perception of colour. During PET scan-
ning, highly suggestible subjects who received suggestions to see a grey scale pattern in
colour showed activation in their left and right hemispheres, regardless of whether they
were shown the stimuli in colour or grey scale. In contrast, when the subjects received a
suggestion to see the colour pattern as grey scale, the same brain regions exhibited
decreased activation, regardless of whether the stimuli were in colour or grey scale. The
authors reported that the results were obtained only during hypnosis in the left hemi-
sphere. In contrast, in the right hemisphere, blood flow changes reflected instructions to
perceive colour versus grey scale, regardless of whether subjects had been hypnotized.

Kosslyn et al. (2000) concluded that their findings ‘support the claim that hypnosis is a
psychological state with distinct neural correlates and is not just the result of adopting a
role’ (p. 1297). This conclusion is problematic. First, it betrays the common misconcep-
tion that non-state theories reduce hypnotic response to conscious role-playing (or sim-
ulation) and are not genuinely experienced. Secondly, definitive conclusions regarding
hypnosis are not warranted in that subjects in the hypnosis and mental imagery control
received very different instructions with different task demands. Subjects in the hypnosis
group were asked to alter their perception of the stimuli as much as possible and to let
the investigators know when they had successfully added or drained the colour. However,
in the no-hypnosis condition, when subjects were asked to perceive the grey scale stimu-
lus in colour or vice versa, they were asked to try to ‘remember and visualize’ the stimulus
in its other form. By telling hypnotized subjects that they will see something, and telling
visualizing subjects to remember something, suggestion is confounded with induction.
This precludes any conclusions about the altered state hypothesis. As Kosslyn (1999; see
also Kosslyn 1994) aptly noted, ‘it has long been known that changing one aspect of a
task can lead subjects to adopt qualitatively different strategies’ (p. 1286), in which case
different structures and processes might be used, and hence different areas activated.

Lacking appropriate controls, it is tempting to interpret a hypnotically suggested effect
as an indicator of a trance. Raz et al. (2002) reported that a hypnotic suggestion to see
words as if they were in a foreign language reduced Stroop interference in highly sug-
gestible subjects. Because Stroop inhibition is widely regarded as automatic, some readers
might interpret this as a major shift in information processing and hence as an altered
state (although Raz et al., to their credit, did not make this claim). Raz et al. (2006) have
since replicated these results with unhypnotized as well as hypnotized subjects, although
they used a post-hypnotic suggestion in their initial study. Their data confirm that sug-
gestion can modulate the Stroop effect, but they also indicate that this does not require
the induction of hypnosis. Altered Stroop inhibition may be an altered state, but it is not
necessarily a hypnotic state and does not reveal the presence of a trance.
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9.2 Individual differences in hypnotic suggestibility
Differences in suggestibility have been described for centuries, and must be explained by
state and non-state theorists alike. State theorists generally account for these differences
in terms of abilities or predispositions to enter an altered state of consciousness, whereas
non-state theorists attribute such differences to socio-cognitive variables (e.g. beliefs,
expectancies, cognitive strategies or imaginative abilities). Finding baseline individual
differences in physiological response as a function of suggestibility has the potential of
illuminating the trait-like character of hypnotic responsiveness. For example, Graffin 
et al. (1995) found indications of greater theta power in the frontal cortex during base-
line in highly suggestible versus participants with a low level of suggestibility (see also
Sabourin et al. 1990). Whereas EEG differences surfaced during baseline, no such differ-
ences were apparent during hypnosis: the theta power of participants with both high and
low levels of suggestibility increased in the posterior areas of the cortex, whereas alpha
increased over all areas measured.

The baseline findings are consistent with both state and non-state theories. According
to a non-state, social psychological model, subjects who have a low suggestibility are not
necessarily lacking in the ability to respond to suggestions, but are instead more resistant
or anxiously focused on the task than highly suggestible participants before hypnosis. In
short, participants with high and low suggestibility are different subject populations that
in turn exhibit different sets toward the task. In addition, non-state theorists have posited
individual differences in the capacity for role involvement (Sarbin 1950) including fantasy
proneness (Lynn and Rhue 1988), which may underlie differences in hypnotic responsive-
ness. Kirsch (1991, p. 461) proposed ‘a personal factor that is not entirely determined by
expectancy’ underlying individual differences in hypnotic suggestibility.

Studies have revealed differences in theta activity during hypnosis as a function of sug-
gestibility across a wide range of sites (Graffin 1995; Ray et al. 1997; De Pascalis et al.
1998). These studies prompted Killeen and Nash (2003) to comment that theta activity
‘… seems to be one of the rare individual differences that correlates with hypnotizability’
(p. 214). However, questions can be raised about the meaning of increased theta in highly
suggestible subjects. As Graffin et al. stated, ‘Because our overall understanding of EEG
theta activity is limited, it is difficult to state clearly whether the increase in theta activity
seen during the actual hypnotic induction was related to depth of hypnotic trance or the
accompanying relaxation and absorption, or was more related to the process of cogni-
tively focusing on the instructions verbally presented’ (p. 128). Indeed, Williams and
Gruzelier (2001) found effects only for a narrow sub-band within theta which they inter-
pret as relaxation rather than concentration. Accordingly, it is problematic to use an index
of brain activity to distinguish between state and non-state accounts of hypnosis.

A similar issue crops up in studies of hemispheric asymmetries. Horton and Crawford
(2004) concluded that highly suggestible participants often display greater EEG hemi-
spheric asymmetries and hemispheric specificity for tasks than subjects with low sug-
gestibility (see also De Pascalis and Palumbo 1986). The authors interpreted these findings
as evidence for differences in interhemispheric communication, cognitive flexibility or
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both. Although Horton and Crawford (2004) may be correct, a definitive interpretation is
highly problematic insofar as frontal asymmetries are associated with a hodge-podge of
variables (see Cacioppo 2004) including socio-economic status (Tomarken et al. 2004),
basal cortisol levels (Kalin et al. 1998), immune function (e.g. Kang et al. 1991), self-report
measures of affect and personality (e.g. Tomarken and Davidson 1994), shyness and social
anxiety (Schmidt 1999), and memory for sad narratives (Nitschke et al. 2004). In any case,
many of these variables are correlated with responses to suggestions. As Kirsch and Lynn
(1995) noted, there ought to be correlations between brain activity and the performance
of suggested activities, just as there should be brain activity correlates of the successful
performance of any cognitive task. Accordingly, it is not altogether clear what hemispheric
differences mean in terms of support for state versus non-state theories.

EEG asymmetry is not itself a mechanism, but rather a marker of underlying neural
processes. The fact that responses to hypnotic suggestions are associated or correlated
with EEG asymmetries or increased theta in highly suggestible individuals does not war-
rant the conclusion that hypnosis causes the EEG patterns. Other variables that poten-
tially co-vary with hypnotic responses and differences in suggestibility (e.g. expectancies,
motivation, fantasy proneness, etc.; see Braffman and Kirsch 1995) may be responsible
for the differences in asymmetries observed. As Hasewgawa and Jamieson (2002) have
pointed out: (1) the functional significance of differences in neurophysiology are not
clearly established; (2) the measurements only provide a limited picture of the brain’s
functional organization; and (3) the extent to which local markers contribute to hypnotic
experience is uncertain (p. 113).

The lack of consistency in findings is another problem in interpreting the physiological
underpinnings of individual differences in suggestibility (Perlini and Spanos 1991;
Crawford and Gruzelier 1992; Ray 1997; Gruzelier 1998; De Pascalis 1999; Rainville et al.
1999b; Williams and Gruzelier 2001). For instance, Crawford (1990) found that asymme-
tries of high theta were observed in highly suggestible subjects when attending to (left
greater than right) and ignoring pain (right greater than left), whereas no such asymme-
tries or differences between conditions were observed in participants with low sug-
gestibility. DePascalis and Perrone (1996), in contrast to Crawford (1990), used a
between-group design (waking, hypnosis with no analgesia and hypnosis with analgesia)
to examine hemispheric asymmetries. Although the researchers did not assess theta in
the temporal region, where Crawford identified hemispheric shifts, DePascalis and
Perrone (1996) observed no differences in theta across multiple brain sites (mid-frontal,
central and posterior regions). Whereas Graffin et al. (1995) found no individual differ-
ences in theta activity during hypnosis, Sabourin et al. (1990) found increases in theta
during hypnosis for highly suggestible subjects, but not for those with a low suggestibility.
Additionally, Sabourin et al. (1990) observed that theta increased during hypnosis across
both hemispheres of the frontal, central, and occipital regions, but Graffin et al. observed
theta increases only in the posterior regions of the brain. Horton and Crawford (2004)
contend that research that encompasses functional magnetic resonance imaging (fMRI)
studies (e.g. Crawford et al. 1998, Crawford et al. 1998, 2000), PET studies (Rainville et al.
1997; Maquet et al. 1999; Wik et al. 1999; Faymonville et al. 2000), regional blood flow
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studies (Crawford et al. 1993) and electrophysiological research (e.g. Spiegel et al. 1989;
De Pascalis and Perrone 1996; Crawford et al. 1998a, b, d) points to a singular conclusion
regarding hypnotic analgesia: ‘highly hypnotizable individuals have more physiological
flexibility involving an active inhibitory process of supervisory executive control by the
anterior frontal cortex …’ (pp. 137–138).

Horton and Crawford’s (2004) conclusion might be correct. However, it bears no rele-
vance for the state–non-state issue, as all mind–body monists agree that there should be
neurophysiological correlates of hypnotic suggestibility and of responses to particular
suggestions (Kirsch and Lynn 1995), including the suggestion to experience an altered
state (i.e. a hypnotic induction; see Wagstaff 1998). However, a key impediment to evalu-
ating mechanisms proposed to account for the effects of hypnosis or particular sugges-
tions is that the findings from which they are derived are, virtually without exception,
based on comparisons between exceptionally good and exceptionally poor hypnotic sub-
jects. We suspect that the ‘extreme group’ strategy that is typically used in the literature
may be as limited in the domain of hypnosis as attempts to understand gifted children by
comparing them with profoundly retarded children, or by comparing schizophrenic
patients with the best adjusted, most highly functioning individuals in the population. To
understand the neurophysiology of hypnosis, it is important to assess subjects with a
medium level of suggestibility, as well as those with high and low suggestibility.

Even though we (Kirsch and Lynn 1995) raised the issue regarding difficulties in inter-
preting comparisons between individuals who test at the extremes of suggestibility more
than a decade ago, it has only recently been revived by psychophysiologically oriented
researchers. More specifically, Horton and Crawford (2004) stated ‘it is crucial that future
research into the neurophysiological correlates of hypnotizability include the highly 
hypnotizable virtuosos as well as moderate and low hypnotizable individuals’ (p. 142).

The inclusion of participants with a medium level of suggestibility is essential for at
least three reasons tied to an ‘extreme group’ design. According to Preacher et al. (2005),
extreme group designs have numerous disadvantages, including: (1) artificially increas-
ing the variance, often resulting in spuriously inflated effect sizes; (2) assuming linearity
when it may be absent (e.g. middle suggestible and highly suggestible subjects may show
similar brain wave patterns); and (3) rendering interpretations of group differences
ambiguous (e.g. are the obtained effects due to the high group being especially sug-
gestible, the low group being especially non-suggestible or some mixture of both possi-
bilities?). Accordingly, the failure to include participants with medium suggestibility
could create the superficial appearance of a distinctly different hypnotic state when such
a state is more apparent than ‘real’.

Subjects of low and high suggestibility may differ in ways that extend well beyond their
responsiveness to hypnotic suggestions. Willingham and Dunn (2003) cautioned about
conflating the process of interest in psychophysiological studies with some other vari-
able. For example, if subjects with low suggestibility feel frustrated when thinking of the
suggested situation, the activation (or lack of it) observed may be due to frustration.
Accordingly, the alterations in consciousness that people with low suggestibility experi-
ence during hypnosis may have nothing to do with the hypnotic induction, the specific
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suggestion (which they might not even attempt to experience) or with suggestibility 
per se, but may instead reflect performance-based concern, negative emotions (e.g. bore-
dom) and lack of motivation. It follows that rather than reflecting a presence of an
altered state or trance in the highly suggestible participants, any differences between per-
sons with low and high hypnotizability may be attributable to the inability of those with
low suggestibility to respond to basic task demands and attendant frustration. These dif-
ferent cognitive and emotional correlates of hypnosis among the different sets of subjects
surely have at least some corresponding neuropsychological correlates. As Meehl (1978)
noted, a good deal of research in psychology suffers from an unwarranted assumption of
the ‘ceteris parabis’ (all things being equal) clause, i.e. the assumption that one variable being
manipulated by the experimenter is the only variable that is changing. This problematic
assumption may apply to this body of research as well.

Horton et al. (2004) recently discovered differences in brain structure between partici-
pants with high and low suggestibility, as revealed by structural MRI. More specifically,
highly suggestible subjects, capable of eliminating pain perception in a cold-pressor task
during hypnotic analgesia, had a significantly larger rostrum (a corpus callosum area)
than participants with low suggestibility. Whereas these results could be taken to imply
that highly suggestible subjects have unusually effective frontal attentional systems that
account for their ability to experience hypnotic analgesia, it is difficult to interpret the
findings in the absence of subjects with a medium level of suggestibilty. Specifically,
it may be the case that the brains of those with low suggestibility rather than highly 
suggestible people are atypical.

9.3 Hypnosis as a state
The attempt to demonstrate that hypnosis is an ASC or possesses unique psychophysio-
logical correlates has motivated multiple streams of investigation. In an article in which
they reanalysed their earlier study (Rainville et al. 1997) of pain suggestions, Rainville
and his colleagues (Rainville et al. 1999b) focused on differences between hypnotic and
non-hypnotic conditions and asked the question, ‘What cortical regions are activated
during the hypnotic state?’ (p. 111). The authors (Rainville et al. 1999b) reported that hyp-
nosis was correlated with increases in regional cerebral blood flow (rCBF) in the occipital
brain areas, as well as the caudal part of the right anterior cingulate sulcus and bilaterally
in the inferior frontal gyri. In their most recent report, Rainville et al. (2002) did not
administer pain stimuli. Rather, they tested participants before and after a hypnotic
relaxation induction. The findings confirmed an association between the induction and
activation of the ACC, the thalamus and the brainstem. The authors suggested that their
findings support a state theory characterized by a decrease in cortical arousal combined
with increased attention.

In a third pain study, Faymonville et al. (2001) did not use suggestions to modulate
either pain unpleasantness or intensity, although they measured both in response to a
hot stimulus. Hypnosis not only reduced both indices of pain, but also resulted in
changes in rCBF in the thalamic nuclei, anterior cingulate and insular cortices after pain
stimulation.
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Relatedly, Maquet et al. (1999) claimed that the ‘hypnotic state’ is related to the activa-
tion of the ACC, along with widespread activation of cortical areas involving occipital,
parietal, precentral, premotor and ventrolateral prefrontal cortices. On the basis of these
findings, the authors concluded that hypnosis ‘is a particular cerebral waking state where the
subject, seemingly somnolent, experiences a vivid, multimodal, coherent, memory-based
mental imagery that invades and fills the subject’s consciousness’ (p. 332).

These and other studies (e.g. Crawford et al. 1993; Kropotov et al. 1997; Szechtman 
et al 1998) suggested that Gruzelier (1998) was right to single out the ACC as ‘a promis-
ing candidate for involvement in hypnosis’ (p. 10). Nevertheless, while undeniably inter-
esting, the findings regarding the ACC ‘do not indicate a discrete state of hypnosis’
(Hasegawa and Jamieson 2000, p. 113). For instance, the ACC has been implicated in a
variety of different tasks and processes (see Oschner and Gross 2004) ranging from:
(1) reappraising the relationship between internal states and external events (Bush et al.
2000); (2) monitoring the degree of response conflict (Barch et al. 2001; for a review, see
Botvinick et al. 2001); (3) overriding prepotent response tendencies (Carter et al. 2000);
(4) lactate-induced panic (Raichle 1990); to (5) viewing a loved partner relative to
friends (Baretls and Zeki 2000). Moreover, our review indicates that the overall pattern of
results varies across studies, probably as a function of subtle and not so subtle differences
in the suggestions given, the task demands of the situation and cognitive strategies used
to modulate hypnotic experience.

For instance, in the study of Maquet et al. (1999), subjects were not restricted in terms
of the imagery they generated from their past. Although subjects predominantly
reported visual impressions, somaesthetic and olfactory perceptions were also men-
tioned, along with action sequences during hypnosis. Not surprisingly, hypnosis acti-
vated vast motor and sensory cortical areas. The fact that subjects in alert conditions
were explicitly told they would not be hypnotized could have degraded their use of imagery
or compromised its vividness, and resulted in a distinctive brain activation pattern
different from hypnosis.

Danzinger et al. (1998) found that highly suggestible subjects use very different pain
strategies to ameliorate pain associated with electrical stimuli applied to the sural nerve
during hypnotically suggested analgesia. Although all of the participants reported
reduced pain during hypnotic analgesia, some exhibited a strong inhibition of the noci-
ceptive flexion reflex, whereas others showed a facilitation of the reflex, indicating ‘differ-
ent strategies of modulation can be operative during hypnotic analgesia’ (p. 85). The
findings we have reviewed do not yield a definitive or coherent picture of an unvarying
hypnotic state.

As noted above, it is not clear what activation of a particular brain structure such as the
ACC reveals about cognitive processes during hypnosis or a putative hypnotic state.
Clearly, brain areas such as the ACC can serve multiple functions, depending on the
input or overall pattern of activation (Sarter et al. 1996; Uttal 2001; Willingham and
Dunn 2003). Moreover, many psychological processes (e.g. memory; Cabeza and Nyberg
2000) are not narrowly or clearly localized, and do not map onto a single brain structure
(Cacciopo et al. 2003), but rather are distributed among neuronal networks (Uttal 2001).
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Indeed, as Cacciopo et al. (2003) pointed out, localization will probably be elusive until
there are coherent links between psychological–behavioural constructs and neural opera-
tions (see also Adolphs 2003). With few exceptions, the studies we have reviewed have
not made predictions regarding particular patterns of activation, leaving investigators
reliant on post hoc or vague (e.g. an ‘altered state’ was achieved) interpretations that are
not grounded in theory. As Bentall (2000) noted, without good psychology, neuroimag-
ing research amounts to little more than a particularly ‘dazzling reincarnation of
phrenology’ (p. 21); see also Uttal (2001).

Barabasz’s (2000) study of evoked response potentials is instructive in this regard.
Barbasz assessed evoked response potentials associated with listening to 25 tone pips pre-
sented over 1 s intervals following instructions to imagine foam earplugs dampening the
sound. Although individuals with low suggestibility experienced no reduction in average
evoked response potentials amplitude, four of the five highly suggestible subjects showed
attenuation of average evoked response potentials in hypnosis of at least 50 per cent in
contrast to suggestion only. However, as Baruss (2003) observed, ‘… it is not exactly clear
what cognitive processes are subserved by the evoked response potential changes’ in
Barabasz’s study (p. 119). Nevertheless, Barabasz (2000) singled out the highly sug-
gestible subject who showed no evoked response potentials changes across hypnotic and
non-hypnotic conditions. He reported that in a post-hypnotic inquiry, the participant
reported that when he was spanked by his father as a child he mentally travelled to
‘another place’ to ‘turn off the pain’ and that he had engaged in this coping mechanism
when he received suggestions to place the earplugs in his ears. Barabasz explained these
findings as a ‘classical example of spontaneous hypnosis with apparent dissociation’
(p. 168). Nevertheless, the assertion that a person ‘slips into hypnosis’ whenever there are
no differences between hypnotic and non-hypnotic conditions is unfalsifiable. An alter-
native and, in our view, more parsimonious explanation is that imagery-based attention
control strategies can be effective in hypnotic as well as non-hypnotic conditions.

9.3.1 Gruzelier’s neuropsychological theory
Several welcome neuropsychological theories of hypnosis have been advanced. Gruzelier’s
(1996, 1998, 2000) theory posits the following sequence of neurological events associated
with the enactment of cultural roles associated with the induction of hypnosis and the
shifting demands of the hypnotic situation: (1) engagement of left anterior selective atten-
tion processes (e.g. fixating on the hypnotist’s voice, selective attention), followed by 
(2) selective frontal lobe and limbic inhibition (e.g. ‘letting go,’ relaxation and suspension of
reality testing aspect of induction) and (3) finally, posterior involvement that is greater on
the right side of the brain and is associated with instructions of relaxed, passive imagery.

Wagstaff (2000) acknowledged that Gruzelier marshalled a good deal of evidence to
support the inhibition of frontal lobe functioning. However, he contended that the avail-
able evidence does not sustain the hypothesis that frontal inhibition characterizes
responses to a ‘full and varied series of hypnotic suggestions’. For instance, a number of
studies provide evidence for increased frontal lobe activity (see Crawford 1996 for hyp-
notic analgesia; Jasiukaitis et al. 1996 for hypnotic hallucinations) suggestive of increased
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planning among highly suggestible individuals. Wagstaff pointed out that frontal suppres-
sion and laterality shifts can also be observed in non-hypnotic circumstances, such as
when people follow instructions on a computer (Morris et al. 1993). These concerns aside,
Gruzelier has at least attempted to tie different aspects of the hypnotic proceedings to
changes in brain activity, and these changes, in turn, to cultural roles and expectations.

9.3.2 Kallio and Revonsuo’s hypothesis
Kallio and Revonsuo (2003) proposed an ‘altered state of consciousness hypothesis’ that
postulates that the great majority of subjects who receive a hypnosis induction are influ-
enced by social and cognitive variables. However, according to this view, true hypnosis is
a rare phenomenon experienced only by hypnotic virtuosos (i.e. very highly suggestible
subjects) who are capable of experiencing hallucinations without voluntary effort.

In one of Kallio and Revonsuo’s (2003) ideal designs, neutral hypnosis is induced, with
no suggestions (not even relaxation suggestions) other than the suggestion to enter the
state of hypnosis. Changes in neural activity are assessed and interpreted as indications of
a hypnotic trance state. However, not all changes in consciousness qualify for the term
‘altered state’. According to Tart (1983, p. 19), an altered state involves ‘major alterations
in both the content and pattern of functioning of consciousness’. The major pattern con-
noted by “state” should not be trivialized by using the word “state” to refer to any change
in condition’ such as states like focused attention, enhanced motivation and altered
expectations. If this were all that the altered state hypothesis denoted, there would be no
altered state debate.

The design also fails to address the critical issue of the causal role of the trance state in
producing other suggested subjective experiences. Hypnotic inductions are suggestions
to experience a trance state. For that reason, they should produce altered subjective states
in many people, and these altered states should possess neural substrates (Kirsch and Lynn
1995). It is not clear that the experience and neural correlates of trance would be the same
for all hypnotized subjects or even all virtuosos. Having different pre-conceptions about
trance might lead to different subjective states and therefore to different neural 
substrates. In any case, the altered state hypothesis does not concern the existence of
these altered states, but rather their hypothesized causal role in producing other hypnotic
phenomena.

In Kallio and Revonsuo’s (2003) second ideal design, hypnotized subjects are given post-
hypnotic suggestions to experience hallucinations in response to a specified cue. Their pre-
diction is that ‘whenever the subject reports that they [sic] are consciously experiencing the
hallucination, an increased level of activation, similar to that typically found for this type of
phenomenal content, should be found in the appropriate areas’ [p. 147; but see Kirsch and
Lynn (1995) for a similar hypothesis from a non-state perspective]. As we have noted, stud-
ies of this general type have been conducted (e.g. Kosslyn et al. 2000) and are valuable. They
substantiate self-reports of the subjective effect of the suggestion but, because they do not
assess the causal role of trance, they do not test the altered state hypothesis.

The claim that this experimental design constitutes an ideal test of the altered state
hypothesis rests on the unwarranted assumption that hallucinations are not possible
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without an altered background state of consciousness. Therefore, the presence of a hypnotic
trance can be inferred from the verified presence of suggested hallucinations. However, the
hypothesis that hallucinations and other exceptional phenomena can be elicited without a
hypnotic trance state is precisely what non-state theorists propose, and self-report data are
consistent with that hypothesis (Hilgard and Tart 1966; Braffman and Kirsch 1999).

Although neither ‘ideal’ experiment alone tests the altered state hypothesis, studies in
which they are combined might well do so. One would have to induce hypnosis in excep-
tionally suggestible subjects, find neural changes indicating ‘major alterations in both the
content and pattern of functioning of consciousness’ (Tart 1983, p. 19), and then find
subjective and neural changes specific to both a hypnotic induction and to subsequently
administered suggestions. If the altered state hypothesis is correct, these latter neural
changes should not be possible without the preceding major alterations in consciousness.
Note that this allows assessment of the ‘slipping into hypnosis’ hypothesis. Subjects 
who spontaneously slip into hypnosis without trance induction should show the same
neural alterations as those in whom trance has been formally induced without any other
suggestions being administered.

9.4 Methodological limitations
Methodological limits in the designs of much psychophysiological research preclude
definitive interpretation of the findings. For example, the vast majority of brain imaging
studies do not include a non-hypnotic control group given the same suggestions but with
no hypnotic induction procedure. This confounds the induction of a hypothesized
trance state with the suggestion for a particular change in experience.

In the rare exception in which this confound is not an issue, it is not clear that the sug-
gested effect was experienced subjectively in the control condition. Even if the exact same
suggestion were given with and without the induction of trance, a failure to find a com-
parable physiological change would be equivocal, especially if the experimenters had
failed to induce the requisite experiential changes in the participants who had not been
hypnotized. To support the hypothesis that the experiential effects of suggestion given
without the induction of hypnosis are associated with brain activity that is different from
that produced after a hypnotic induction, one first has to insure that the suggested expe-
riences have been successfully induced in both conditions. Indeed, a strong version of the
state hypothesis holds that there should be unique physiological changes in the hypnosis
group that are not apparent in the control group, despite similar subjective experiences.
Accordingly, if hypnosis and (awake) task motivation instructions evoke similar subjec-
tive experiences, yet hypnosis has distinct neurological correlates, it would constitute 
reasonably strong evidence for the altered state position.

Barabasz’s (2000) research used a group of role-playing subjects with low suggestibility
(simulators) as a control group for demand characteristics (see also Gruzelier et al.
1988). However, there is no way that simulators can role-play a physiological response
without attempting to experience the suggestion. Indeed, simulators are exhorted to ‘not
go into hypnosis,’ which virtually insures they will not be able to experience what is sug-
gested, thereby guaranteeing that differences will be observed across role-playing and
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suggestible individuals. Also, simulators are asked to pretend to experience the response,
whereas hypnotized subjects are not. The act of pretending itself must have some neural
correlates.

The ‘holdback effect’ is a common design pitfall that can inhibit responding among
non-hypnotized subjects (Zamansky et al. 1964). This can occur when participants are
aware that their hypnotic and non-hypnotic performance is being compared, and is an
issue in most of the studies reviewed in which participants are tested sequentially in wak-
ing and hypnotic conditions. Non-hypnotized individuals who know they will be hypno-
tized in an upcoming trial may purposefully refrain from deploying their imaginative
abilities, or be less motivated to experience suggestions in non-hypnotic conditions, to
demonstrate role-appropriate gains when hypnotized (see Zamansky et al. 1964).

To take the holdback effect into account, at least some subjects should be screened
without a hypnotic induction (see Braffman and Kirsch 1999, for an example) and with-
out any mention of hypnosis. Those scoring high in suggestibility and reporting the pres-
ence of the hypnotic phenomenon that will be assessed (e.g. the suggested hallucination)
can be given the hallucination suggestion again, still without mention or induction of
hypnosis, and the neurophysiological correlates of their reports can be compared with
those obtained following an induction (either subsequently in the same subjects or in a
separate group of subjects).

9.5 Summary and conclusions
A state theory of hypnosis posits that: (1) brain differences between hypnotized and non-
hypnotized subjects will be observed in line with altered experiences and behaviours;
(2) such differences are frequently observed in functional brain imaging studies; and 
(3) therefore, research supports a state theory of hypnosis. Yet to observe (2) and there-
fore conclude that prediction (1) is correct is the logician’s error of affirming the conse-
quent. Clearly, non-state theories also predict brain changes. After all, where else would
such changes occur?

From a non-state perspective, if large quantitative differences on psychophysiological
variables were observed across hypnotic and non-hypnotic conditions, it would beg the
question of what was responsible for such differences (e.g. attitudes, expectancies, imagi-
native strategies). Indeed, the failure of state theorists to forward a priori hypotheses that
link subjective experiences and behaviours specific to hypnosis with psychophysiological
changes in specific areas or networks of the brain leaves many of the studies open to any
number of interpretations, entirely consistent with non-state views. Among other things,
to make a compelling argument for a state theory of hypnosis, it will also be necessary to
outline at least preliminary criteria that cognitive neuroscience researchers could use to
discriminate between state and non-state views.

These concerns aside, research in this area has succeeded in finding baseline correlates
of suggestibility, effects of induction procedures and effects of other specific sugges-
tions. Perhaps the most important finding to date is the specificity of neurological
effects in response to the specific wording of suggestions. The neural concomitants of
suggested analgesia, for example, seem to depend on the specific suggestion that is used
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(Rainville et al. 1998). This finding, however, also points to one of the weaknesses of
some of the research. In particular, there has been a tendency to confound induction
with suggestion variables, i.e. subjects either receive or do not receive a hypnotic induc-
tion and then are given a suggestion to experience a particular effect. However, the word-
ing of the suggestion following a hypnotic induction differs from the wording of the
suggestion given without the induction. This confound renders it impossible to ascertain
what is responsible for obtained differences, and this problem is compounded by the
finding that neural activity may be exquisitely sensitive to suggestion wording.

Much research remains to be done. The reasons for the inconsistencies across studies
are not clear, and sustained research will be needed to uncover them. In addition,
the altered state hypothesis, in its traditional strong form, has not yet been tested.
Although there are studies of the effects of inductions per se (i.e. the neurophysiology of
neutral hypnosis), there is not as yet any research showing that non-mundane differences
in background state of consciousness are a prerequisite to the experience of particular
suggestions.

The increasing sophistication of neurophysiological methods renders altered state the-
ories open to empirical support. It even provides a method of testing the hypothesis that
some people slip into hypnosis in the absence of a hypnotic induction. If so, then the
neural changes produced by inductions should also be observable without an induction
and would need to be observed in responsive subjects for the altered state hypothesis to be
confirmed. Until and unless it is confirmed, however, it should be considered a speculative
hypothesis rather than a conventionally accepted fact.
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Chapter 10

An empirical–phenomenological
approach to quantifying consciousness
and states of consciousness: with
particular reference to understanding
the nature of hypnosis

Ronald J Pekala and VK Kumar

Metzinger (1995) is his book, Conscious experience, wrote: ‘Today, the problem of con-
sciousness … marks the very limit of human striving for understanding. It appears to
many to be the last great puzzle and the greatest theoretical challenge of our time’ (p. 3).
Research enumerated in this book suggests that consciousness can be elucidated through
the scientific application of phenomenological, psychophysiological and neurobiological
methodologies. In this chapter, we will delineate an approach that we have elsewhere
called psychophenomenology (Pekala 1985a, 1991b; Pekala and Kumar 2000b); this
approach combines an empirical descriptive self-report phenomenology with the quanti-
tative and statistical procedures commonly employed in the psychological sciences to pro-
duce a reliable and valid methodology to map, quantify and statistically assess the
structures (dimensions) and resulting patterns of consciousness in reference to states of
consciousness such as hypnosis.

10.1 Quantifying consciousness and states of consciousness 
via an empirical self-report phenomenology
Nisbett and Wilson (1977) objected to the use of introspective reports as they viewed
them ‘not sufficient to produce generally correct or reliable reports’ (p. 233), especially
concerning people’s attributions of their own actions, i.e. why people think they do what
they do. However, Smith and Miller (1978), Ericsson and Simon (1980), Lieberman
(1979), and Singer and Kolligian (1987) have subsequently demonstrated that ‘people
can generally provide reasonably valid and reliable indices of their own differential pat-
terns of ongoing thought through relatively short questionnaires’ (p. 542), i.e. the what of
an individual’s subjective experience.

Several of our studies done in the early 1980s (Pekala and Levine 1981, 1982; Pekala
and Wenger 1983; Pekala et al. 1986) also provided evidence that subjective conscious-
ness could be reliably and validly assessed when phenomenologically untrained individuals
retrospectively reported on their subjective experiences in reference to a preceding short



(2–4 min) stimulus interval via the use of self-report questionnaires. Based on those
studies, instruments were developed to measure consciousness in general: the
Phenomenology of Consciousness Inventory (PCI; Pekala 1982, 1991c); and attention in
particular: the Dimensions of Attention Questionnaire, DAQ (Pekala 1985b). This chapter
will describe and discuss results obtained in studies using the PCI.

The 53-item PCI measures 12 major and 14 minor dimensions of subjective experi-
ence. Each item consists of two dipole items separated by a 7-point Likert scale. An exam-
ple of the PCI ‘altered state of awareness’ item is: ‘My state of awareness was not unusual
or different from what it ordinarily is’ versus ‘I felt in an extraordinarily unusual and
non-ordinary state of awareness.’ The PCI is retrospectively completed in reference to a
short stimulus interval. (For a more in-depth description of the approach, see Pekala
1991b; Pekala and Kumar 2000b.)

The PCI and its predecessor inventories have been found to be reliable and valid for
mapping phenomenological experiences in response to such stimulus conditions as eyes
open and closed, sitting quietly and hypnosis (Kumar and Pekala 1988, 1989; Pekala and
Levine 1981, 1982; Pekala and Wenger 1983; Pekala et al. 2006a), progressive relaxation
and deep abdominal breathing (Pekala et al. 1988/89), drumming and trance postures
(Maurer et al. 1997; Woodside et al. 1997), an out of body experience (OBE) within a
near death event (NDE) (Maitz and Pekala 1991) and even fire walking (Pekala and Ersek
1992/93). Over the last 20 years, we (Kumar and Pekala 1988, 1989; Kumar et al. 1996a, b,
1999; Pekala and Kumar 1984, 1986, 1987, 1989, 2000a, 2005) have used this approach to
assess and quantify the subjective experience of hypnosis.

The aforementioned psychophenomenological approach can be contrasted with the 
neurophenomenological approach espoused by the late Francisco Varela and his colleagues.
As Lutz and Thompson (2003) indicated, ‘a growing number of cognitive scientists now rec-
ognize the need to make systematic use of introspective phenomenological reports in study-
ing the brain basis of consciousness’ (p. 31). In contrast to our psychophenomenological
approach which uses untrained observers (college students, ordinary clients or patients), the
neurophenomenological approach espoused by Varela and colleagues ‘stresses the impor-
tance of gathering first-person data from phenomenologically trained subjects as a heuristic
strategy for describing and quantifying the physiological processes relevant to conscious-
ness’ (2003, p. 32). The neurophenomenological approach espouses the ‘importance of dis-
ciplined, phenomenological examinations of experience for cognitive science’ (p. 32) and
draws extensively on the approach to cognition discussed by Varela (1996, 1997). Both psy-
chophenomenological and neurophenomenological approaches, although somewhat differ-
ent, can help better understand the comprehensive nature of consciousness, especially when
there is convergence of findings across differing approaches.

10.2 Mapping and quantifying states and altered states of
consciousness (ASCs)
There has been a surge of interest in research on understanding the psychobiology of
altered states of consciousness thanks to the recent advances in the neurosciences which
have made it possible to look at the neurobiological processes associated with such states.
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Vaitl et al. (2005) have recently summarized that research, suggesting that with ‘increasing
knowledge of the neural correlates of consciousness, the formerly strange and hard to
explain phenomena of ASC become increasingly understandable as a natural consequence
of the workings of the brain’ (p. 119). Nevertheless, a neurobiological basis for altered
states of consciousness can be definitively confirmed only if there is a consensually agreed
upon definition for consciousness, ASCs, and related phenomena, such as hypnosis:

If such phenomena as ‘hypnosis,’ ‘consciousness’ or ‘ASC’ exist at all, then for science to describe and
explain them coherently, surely the relevant research community in psychology and cognitive neu-
roscience should aim at developing an internally coherent and widely shared theoretical vocabulary
to make genuine progress in their scientific explanation.

(Kallio and Revonsuo 2005, p. 51)

The original article by Kallio and Revonsuo (2003), the commentaries (Gruzelier 2005;
Kihlstrom 2005; Kirsch 2005; Lynn et al. 2005; Naish 2005; Spiegel 2005; Wagstaff and
Cole 2005; Woody and Sadler 2005) and the authors’ reply (Kallio and Revonsuo 2005)
suggest that ‘the concept of altered state of consciousness (ASC) still lacks a commonly
accepted definition and is in need of further clarification’ (2005, p. 46).

We submit that the psychophenomenological methodology espoused in this chapter
can help to generate consensus concerning operational definitions and phenomenologi-
cal measurement of ASCs that could serve cognitive neuroscience approaches as well. We
agree with Kallio and Revonsuo (2005) that an understanding of ASCs needs to be
grounded in changes in the neurobiology of the brain; however, a methodology reliably
and validly to quantify and statistically assess states and ASCs from a purely phenomeno-
logical perspective (Pekala 1991b; Pekala and Kumar 2005) should facilitate neurobiolog-
ical investigations that compare and contrast states and altered states of consciousness
associated with hypnosis, dreaming, meditation, etc. Additionally, advances in neurobio-
logical approaches can help further purely phenomenological research and provide a
biological basis for understanding current psychophenomenological findings.

10.3 Quantifying phenomenological intensity and 
pattern effects with the PCI
Tart has described a ‘state of consciousness’ as ‘a unique configuration or system of psy-
chological structures or subsystems, a configuration that maintains its integrity or iden-
tity as a recognizable system in spite of variations in input from the environment and in
spite of various (small) changes in subsystems’ (1972, p. 62). For Tart, an altered state of
consciousness has a significantly different pattern of organization among structures or
dimensions of consciousness in comparison with ordinary waking consciousness, and
the phenomenological perception of being in a different state of awareness. Singer (in
Zinberg 1977), on the other hand, suggests that intensity effects are also relevant and
need to be considered in determining if an altered state of consciousness is evident.

Both intensity and pattern effects are investigated when using the PCI to quantify phe-
nomenological experience, operationalizing both Tart’s and Singer’s theoretical approaches
to assessing states and ASCs. A person’s scores for those items making up a particular
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(sub)dimension of consciousness are averaged to arrive at an intensity score for each of the
various (sub)dimensions of consciousness mapped by the PCI. These scores allow for
intensity parameters of subjective experience to be assessed and quantified, as per the rec-
ommendation of Singer (cited in Zinberg 1977). By means of (multivariate) analyses of
variance, dimension intensity scores for the dimensions of consciousness associated with
differing stimulus conditions, or differing subject groups (e.g. subjects with low versus high
hypnotizability) can be statistically compared.

By administering the PCI to many individuals in reference to a particular stimulus
condition, a Pearson correlation coefficient matrix of the intensity scores can be com-
puted for the various dimensions of consciousness. The intercorrelation matrix repre-
sents a quantification of the pattern of relationships among the various dimensions as
per Tart’s (1969, 1972, 1977) criteria for his pattern approach to defining states of con-
sciousness (see below for Tart’s definitions). The correlation matrices associated with dif-
ferent stimulus conditions (e.g. hypnosis versus relaxation) or differing subject groups
(e.g. those with low versus high hypnotizability) can be compared and statistically evalu-
ated via the Jennrich (1970) test (Gupta 1994; Pekala and Kumar 1985) for differences in
pattern or organization among the various dimensions.

In addition, factor analysis and cluster analysis of the PCI (see below) provide strong
support for the hypothesis that ‘hypnotic suggestions can indeed modulate subjective
experiences’ using the phraseology of Rainville and Price (2003, p. 106). Consideration of
the phenomenological data gathered in reference to hypnosis suggests a dynamic quality
to what happens during hypnosis, a view consistent with Sheehan and McConkey (1996)
that a hypnotic subject is a ‘cognitively active participant in the events of a trance … who
actively processes the information received in a sophisticated and skilled way, in order to
arrive at a response that satisfies the demands of the hypnotic setting’ (p. xii).

10.3.1 Phenomenological intensity effects associated 
with hypnosis and related conditions
Early studies (Pekala et al. 1986; Kumar and Pekala 1988, 1989) administered the PCI
within the context of an eyes closed sitting quietly baseline condition and then again within
the context of the HGSHS: A (Harvard Group Scale, Shor and Orne 1962) protocol, in
which a sitting quietly period was embedded toward the end of the protocol. The results
suggest a consistent pattern of differences in intensity ratings between the sitting quietly
baseline condition and the hypnotic condition. Specifically, the hypnosis condition was
associated with decreased positive affect (joy, love and sexual excitement), negative affect
(anger and sadness), self-awareness, internal dialogue, rationality, volitional control and
memory. Hypnosis was also associated with increased altered experiences (alterations 
in time sense and perception), and an increased altered state of awareness. These results 
are congruent with the viewpoint of hypnosis as an altered state of awareness, along with
the feeling of decreased volitional control that is regarded as the hallmark of the classic 
suggestion effect (Brown and Fromm 1986; Bowers 1981; Kumar et al. 1999).

Hypnotizability is often seen as a trait and, consequently, we examined if the level of
susceptibility was related to changes in subjective experiences. Considering the results
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reported in three studies (Pekala and Kumar 1984, 1987; Kumar et al. 1996), we note that
many of the 26 PCI (sub)dimensions correlated significantly with the HGSHS: A scores.
The dimensions (and associated subdimensions) of altered state of awareness, altered
experience (altered body image, altered time sense, altered perception, altered meaning)
and attention (absorption) were positively correlated with the HGSHS: A (suggesting
increased intensity effects for these variables). On the other hand, the dimensions of self-
awareness, volitional control, rationality and memory were negatively correlated with the
HGSHS: A scores (suggesting decreased intensity effects for these variables).

Furthermore, it appears that hypnotizability interacts with stimulus condition (baseline
sitting quietly versus hypnosis using the HGSHS: A) in determining subjective experiences.
Specifically, hypnosis potentiated differences between stimulus conditions (sitting quietly
versus HGSHS: A) for the highly susceptible subjects, relative to those with medium (to a
lesser extent) and low susceptibility on altered experiences in general, altered body image,
altered time sense, and altered perception, self-awareness, altered state of awareness, internal
dialogue, rationality, volitional control and memory (Kumar and Pekala 1989). The afore-
mentioned results provide empirical support, via replication, for ‘the theorizing of Tellegen
(1979) that trait and situational variables are involved in the resulting phenomenological
effects associated with hypnosis’ (Kumar and Pekala 1989, p. 21).

Our results are also consistent with the interesting neurophenomenological work by
Rainville and Price (2003) who found that hypnosis modifies several dimensions of expe-
rience, such as ‘mental ease, absorption, and the altered sense of self characterized by
changes in orientation and self-agency’ (p. 123); these changes were ‘further associated
with changes in brain activity within structures critically involved in the basic represen-
tation of the body-self and the regulation of states of consciousness’ (p. 105). Specifically,
they found that ‘feeling of relaxation was associated with lower levels of rCBF [regional
cerebral blood flow] in the mesencephalic tegmentum of the brain stem, the thalamus,
and the ACC [anterior cingulated cortex] (rostral to the hypnosis-related increase in
mid-ACC’ (p. 118). Feelings of absorption, on the other hand, were ‘associated with coor-
dinated increases in the level of activity within the ponto-mesencephalic brain stem,
thalamus and the rostral ACC’ (pp. 118–119). They interpreted this contrasting pattern
of findings to reflect ‘either competing processes acting on the same population of neu-
rons or, alternatively separate neurophysiological structures within the same structures
acting in parallel or in interaction with those associated with relaxation’ (p. 119).

Cardeña (2005) studied the phenomenology of hypnotic virtuosos using a ‘neutral
hypnosis’ procedure wherein the only suggestion given was ‘to go as deeply into hypnosis
as possible’ (p. 37). Using a within-subject design, he found participants to report
changes on 20 out of the 26 PCI (sub)dimensions. Deep hypnosis, relative to the control
condition, was associated with

alterations in body image, time sense, perception and meaning, and the sense of being in an altered
state of awareness. Affect was more intense; there was greater attentional focus, and amount as well
as vividness of imagery, but there was less self-awareness, rationality, voluntary control and mem-
ory. Other variables that do not seem relevant to hypnosis per se such as ‘sexual excitement’ and
‘arousal’ showed no differences (p. 46).
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Expectancy has usually been considered an important factor in hypnosis (e.g. Orne
1962; Spanos et al. 1989 Kirsch et al. 1987; Kirsch 1991; Holroyd 2003). Pekala et al.
(1993) examined the extent to which expectancies were a factor in subjective experiences
by using a hypnosis simulation condition (subjects sat quietly with their eyes closed and
were asked to think what it would be like if they were experiencing hypnosis) and then
completed the PCI, Form 1 ‘in terms of what you think you would have experienced dur-
ing hypnosis’ (p. 136). Subsequent to completing the PCI, Form 1, they experienced the
HGSHS: A and completed the PCI, Form 2.

Pekala et al. (1993) reported that ‘preinduction subjective expectancies’ (p. 133)
accounted for 11 per cent of the variance in subsequent hypnotizability; ‘15% of the vari-
ance (in reference to subjects’ responses to the Harvard Scale) was predicted from sub-
jects’ subjective experiences during the induction’ (p. 133). Expectancy interacted with
hypnotizability inasmuch as the highly susceptible subjects underestimated the alter-
ations in subjective experiences on several PCI dimensions; subjects with low susceptibil-
ity demonstrated little change from the simulation to the hypnosis condition. Pekala 
et al. concluded: ‘subjective experiences during hypnosis are at least of equal importance
as the preinduction subjective expectancies in predicting hypnotizability, and probably
more important if the subject is highly hypnotizable’ (p. 133).

10.3.2 Phenomenological pattern effects associated 
with hypnosis and a baseline condition
Pekala and Kumar (1986, 1989, 1991b, 2000a, 2005) have operationalized a phenomeno-
logical pattern approach to consciousness that is based upon the psychological theorizing
of Tart (1977), Mandler (1985), Izard (1977) and Baars (1986, 1997). The approach is
consistent at a very general level with the Parallel Distributed Processing (PDP) models
of human cognition (McClelland and Rumelhart 1986; Tyron 1993) that posit parallel
processing of a network of interconnected units (Matlin 1998). There is little psychologi-
cal research on trying to understand hypnosis from a PDP perspective, although Dixon 
et al. (1990) used PDP theorizing to understand Stroop (1935) effects across those with
low and high hypnotizability.

Intercorrelation matrices of the PCI major dimensions, computed for particular stim-
ulus conditions, reflect the nature of association among the various subsystems of con-
sciousness assessed for those conditions. Thus, the matrices quantify the pattern of
associations among different subsystems of consciousness in reference to the stimulus
condition assessed. Significant differences in the pattern of relationships in the intercor-
relation matrices between the stimulus conditions can be statistically assessed 
via Jennrich’s (1970) test (Gupta 1994; Pekala and Kumar 1985) and also diagrammed via
a device called a psygram (Pekala 1985a, 1991b), a graph of the psychophenomenological
state. This allows for the patterns of relationships among PCI dimensions of consciousness
associated with differing stimulus conditions (or subject types) to be assessed, statistically
compared and even visually diagrammed.

The psygram positions the major dimensions of consciousness mapped by the PCI on
the circumference of a circle and uses lines (each line represents approximately 5 per cent
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of the variance in common) running between subsystems to denote the percentage of
variance (squared correlation coefficients or coefficients of determination) in common
among two subsystems. Numbers next to the lines represent the percentages of variance
(negative numbers are used to depict negative correlations). (So as not to ‘clutter’ the
graph, only variance percentages associated with significant correlations are depicted.)

Tart described a ‘state of consciousness’ as ‘a unique configuration or system of psycho-
logical structures or subsystems, a configuration that maintains its integrity or identity as
a recognizable system in spite of variations in input from the environment and in spite of
various (small) changes in subsystems’ (1973, p. 62). For Tart, an ‘altered state of con-
sciousness’ has a significantly different pattern of organization among structures in com-
parison with ordinary waking consciousness, and the phenomenological perception of
being in an altered state of awareness, what we have earlier labelled SSAS (subjective
sense of altered state, Pekala 1991b; Pekala and Kumar 2000b).

The psygram represents a ‘snapshot’ (across a group of individuals) of the psychophe-
nomenological state (Pekala 1985a, 1991b; Pekala and Bieber 1989/90; Pekala and Kumar
1986, 1989, 2000a) associated with the stimulus condition assessed. By illuminating the
differences in patterns of consciousness across individuals of low or high hypnotic sus-
ceptibility, researchers can use this methodology to determine how hypnosis may differ-
entially affect the patterns of association (for the PCI dimensions) among those with low
or high hypnotizability during hypnosis and a baseline, comparison condition.

Pekala and Kumar (1986) assessed the pattern of relationships among phenomenological
subsystems of consciousness across individuals of low and high hypnotic susceptibility by
means of the PCI. Participants experienced a baseline condition of eyes closed sitting quietly
and then retrospectively completed the PCI in reference to that condition. They then experi-
enced the induction procedure of the HGSHS: A (Shor and Orne 1962) and retrospectively
completed the PCI in reference to the sitting quietly period embedded in that induction.
These procedures were replicated in a later study (Pekala and Kumar 1989). For the pur-
poses of analysis, data from the two studies were combined to increase the sample size.
Participants were divided into four susceptibility groups based on their HGSHS: A scores:
lows (scores of 0–4, n = 111, M = 2.40), low-mediums (scores of 5–6, n = 88, M = 5.49), high-
mediums (scores of 7–8, n = 99, M = 7.50) and highs (scores of 9–12, n = 106, M = 10.18).

10.3.2.1 Pattern comparisons as a function of hypnotic susceptibility and
between the eyes closed and hypnotic induction conditions

Correlation matrices were constructed for the four susceptibility groups using the 
12 major PCI dimensions for both the eyes closed sitting quietly and the hypnotic induc-
tion conditions. The matrices were compared with Jennrich’s (1970) test (Pekala and
Kumar 1985). Although none of the comparisons for the eyes closed condition compar-
ing the four susceptibility groups with each other were significant, all comparisons for
the hypnotic induction condition across the four susceptibility groups were significant,
except for that between highs and high-mediums.

The intercorrelation matrices of the four susceptibility groups were also compared
using the Jennrich’s test across the eyes-closed versus hypnosis conditions. Comparisons
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for lows (χ2 = 150.9, P < 0.001), low-mediums (χ2 = 133.7, P < 0.001), high-mediums 
(χ2 = 115.7, P < 0.001) and highs (χ2 = 88.59, P < 0.05) were all significant.

10.3.2.2 Psygram visual analysis

Psygrams were constructed using the intercorrelation matrices for the participants with
low and high susceptibility for the baseline eyes closed and the hypnosis conditions. To
be conservative, only those correlations significant at the 0.001 level (r > 0.33) were used
in the psygram construction. (These psygrams were previously depicted in Pekala and
Bieber 1989/90.)

Although a perusal of the psygram for those with low susceptibility during eyes closed
(Fig. 10.1) and those with high susceptibility during eyes closed (Fig. 10.3) shows a higher
degree of association amongst subsystems of consciousness for lows, the overall pattern
of correlations was not significantly different as statistically assessed by the Jennrich
(1970) test. Whereas the highly susceptibility group during eyes closed had 10 significant
associations (P < 0.001), those with low susceptibility had 17.

For those with low susceptibilty, hypnosis appears to have potentiated the magnitude
of the associations among the subsystems (compare Fig. 10.1 with Fig. 10.2). Although
the number of significant associations increased from 17 to 21, the average percentage of
variance in common now increased from 19 per cent (during eyes closed) to 37 per cent
(during hypnosis), suggesting that hypnosis, for those with low susceptibility, was associ-
ated with the subsystems of consciousness that became more highly ‘coupled’ (associ-
ated) in comparison with the baseline eyes closed condition. (Jennrich’s test comparing
hypnosis with the baseline condition for those with low susceptibility was significant.)

A different effect occurred for highs as they move from eyes closed (Fig. 10.3) to hyp-
nosis (see Fig. 10.4). The number of significant associations remain about the same 
(10 for eyes closed versus nine for hypnosis), and the average intensity of association also
remained the same. However, the Jennrich test found a significant difference between
correlation matrices, implying that the pattern of relationships among the subsystems of
consciousness became significantly different as highs moved from eyes closed sitting qui-
etly to hypnosis. This is illustrated by changes in the pattern of relationships shown in the
psygram. Among other changes, rationality for highly susceptible individuals during the
sitting quietly period was coupled with memory and an inward, attentional focus.
During hypnosis, rationality became much more strongly coupled with vivid imagery,
and there were no longer any significant associations with memory and attention. In
addition, positive affect became much more highly coupled with vivid imagery.

Increased magnitude and frequency of associations among subsystems may make it
much more difficult for lows to experience a hallucination high or to dissociate the per-
ceptual experience of one’s arm, since a change in one particular subsystem appears to
lead to changes in associated subsystems. This would make it quite difficult for lows to
modify the phenomenological contents of a particular subsystem of consciousness with-
out affecting many other subsystems concurrently.

This research may shed light on a different way to operationalize dissociation 
(Kluft 1999), a hypothesized aspect of hypnosis. Research into the relationships between
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dissociation, as measured by various questionnaires such as the Dissociative Experiences
Scale (DES), and hypnosis have found only weak correlations, at best (Carlson and
Putnam 1992; Lynn and Rhue 1994). The above psygrams suggest a way of quantitatively
operationalizing dissociation, not as a function of the dissociation of the contents of con-
sciousness, as is usually assessed with such instruments as the DES (Bernstein and Putnam
1986; Carlson and Putnam 1992), but rather as a dis-association among the processors of
consciousness for those with high, vis-à-vis, those with low susceptibility during hypnosis.
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Fig. 10.1 Subjects with low susceptibility: eyes closed sitting quietly. Each line represents approxi-
mately 5 per cent of the variance in common. (All variance percentages represent correlations
significant at alpha less than approximately 0.001.) n= 111. [Reproduced with permission from
Pekala RJ and Bieber SL (1989/90). Operationalizing pattern approaches to consciousness: an analy-
sis of phenomenological patterns of consciousness among individuals of differing susceptibility.
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Egner et al. (2005) found that ‘individual differences in hypnotic susceptibility are
linked with the efficacy of the frontal attention system, and that the hypnotized condi-
tion is characterized by a functional dissociation (our italics) of conflict monitoring and
cognitive control processes’ (p. 969). Egner et al. suggested that their findings support
trait differences in hypnotic susceptibility that are a function of the disassociation of cog-
nitive control systems. We believe our phenomenological pattern results engender
another way to look at dissociated subsystems of consciousness.
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Fig. 10.2 Subjects with low susceptibility: hypnosis. Each line represents approximately 5 per cent
of the variance in common. (All variance percentages represent correlations significant at alpha
less than approximately 0.001.) n= 111. [Reproduced with permission from Pekala RJ and Bieber
SL (1989/90). Operationalizing pattern approaches to consciousness: an analysis of phenomeno-
logical patterns of consciousness among individuals of differing susceptibility. Imagination,
Cognition, and Personality, 9, 309,©1989/90, Baywood Publishing Co. Inc.]



The PDP models of cognition hypothesize that learning occurs by modification of the
connections among processors of consciousness: ‘Representation occurs through the pat-
tern of connections weights across the network. Learning entails changes in these weights.
New memories are written nondestructively on top of other memories up to a finite sys-
tem limit, yet each memory can be fully and separately recalled’ (Tyron 1993, p. 344). The
psygram pattern results obtained by using the PCI across individuals with low and high
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Fig. 10.3 Subjects with high susceptibility: eyes closed sitting quietly. Each line represents
approximately 5 per cent of the variance in common. (All variance percentages represent cor-
relations significant at alpha less than approximately 0.001.) n= 106. [Reproduced with per-
mission from Pekala RJ and Bieber SL (1989/90). Operationalizing pattern approaches to 
consciousness: an analysis of phenomenological patterns of consciousness among individuals of 
differing susceptibility. Imagination, Cognition, and Personality, 9, 310,©1989/90, Baywood
Publishing Co. Inc.]



susceptibilities allows for such PDP models of consciousness to be phenomenologically
defined and statistically assessed in reference to hypnosis. We believe the aforementioned
psychophenomenological results are consistent with studies that suggest ‘that hypnosis
affects integrative functions of the brain and induces an alteration or even a breakdown
of communication between subunits within the brain responsible for the formation of
conscious experience’ (Vaitl et al. 2005, p. 110).
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Fig. 10.4 Subjects with high susceptibility: hypnosis. Each line represents approximately 5 per cent
of the variance in common. (All variance percentages represent correlations significant at alpha
less than approximately 0.001.) n= 106. [Reproduced with permission from Pekala RJ and Bieber
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10.4 Factor analysis of the PCI dimensions in reference to
hypnosis: the five factor solution and its correlations with
hypnotizability and selected personality characteristics
What personality characteristics, if any, predict hypnotizability has long interested many
investigators. Kumar et al. (1996) asked not only if selected personality traits are related
to hypnotizability, but if the traits relate to what happens during hypnosis in terms of
subjective experiences or state effects as assessed by the PCI. Four hundred and seventy-
five participants completed 15 trait instruments before the administration of HGSHS: A,
and the PCI was completed retrospectively in reference to a sitting quietly period embedded
within the HGSHS: A.

A factor analysis of the 15 traits suggested three trait factors: absorption-permissiveness;
general sensation seeking; and social desirability. A factor analysis of the 21 non-overlapping
PCI (sub)dimensions generated five state effect factors: dissociated control; positive affect;
negative affect; attention to internal processes; and visual imagery. The PCI factors were
labelled as ‘state effect’ factors since the PCI intensity ratings were construed to be a prod-
uct (effect) of hypnosis.

Using factor-based scores, we found that the derived trait factor, absorption-
permissiveness, was not only significantly correlated with the HGSHS: A scores, but was
also correlated with three of the five state effects factors: dissociative control; positive
affect; and attention to internal processes. Interestingly, the HGSHS: A correlated signifi-
cantly with the same three factors. Kumar et al. (1999) concluded that ‘the higher the
hypnotizability, the stronger the state effects of positive affect, inward absorbed attention
to mental processes, and dissociated control in the sense of alterations in both trance and
reality orientations as traditionally described in the literature’ (p. 19). Furthermore,
Kumar et al. (1996) used a hierarchical regression analysis and noted that the amount of
variance accounted for by the trait factors was approximately 9 per cent; an additional 
22 per cent was accounted for by state factors.

The aforementioned results with respect to the correlations between the state effects fac-
tors of dissociative control, positive affect and attention to internal processes have been
replicated in a number of studies with the HGSHS: A (Angelini et al. 1999; Kumar et al.
1999; Varga et al. 2001; Manmiller et al. 2005; Robin et al. 2005), the SHSS: C (Stanford
Hypnotic Susceptibility Scale: Form C; Weitzenhoffer and Hilgard 1962) (Kumar et al. 1999;
Varga, et al. 2001), and with the Alman–Wexler’s (1988) Indirect Hypnotic Susceptibility
Scale (AWIHSS; Robin et al. 2005). The correlations were of similar magnitude and in the
same direction. The correlation of the negative affect factor with hypnotizability, assessed
either by the HGSHS: A, the SHSS: C or the AWIHSS, have consistently not been significant,
while the correlations with respect to the visual imagery factor have been mixed.

The stability of the correlation coefficients of hypnotizability assessed via three differ-
ent instruments (the HGSHS: A, the SHSS: C and the AWIHSS) with the factor-based
PCI state effects scores provides strong support for the robustness of subjective experi-
ences associated with hypnosis and for the significance of assessing phenomenological
state variables for understanding the nature of hypnosis.
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10.5 Operationalizing a quantitative and qualitative 
measure of trance depth via the PCI

10.5.1 Generating a quantitative measure of trance depth
Several years ago (Pekala and Kumar 2000b) we developed an empirical approach opera-
tionally to define ‘trance’ from both a quantitative and qualitative approach. Although
there may be different types of trance, there may be at the same time some commonality
across these different types of trance, analogous to Spearman’s (1904, 1923) ‘g’ factor for
general mental ability vis-à-vis different types of intelligence, a la Gardner (1983). Along
a somewhat similar perspective, Woody et al. (2005) have hypothesized that hypnotiz-
ability involves both general and specific abilities: ‘Our perspective on hypnotizability is
that each distinguishable ability involves the combination of general hypnotizability with
a more specific, unique component’ (p. 210), such that the ‘multidimensionality of hyp-
nosis scales is not an artifact; instead multiple differentiable skills underlie hypnotic 
performance’ (p. 209).

Using our psychophenomenological approach, we can operationally define trance as the
subjective state the highly hypnotizable person reports achieving in response to a hypnotic
induction. In attempting to derive a general measure of trance, we used multiple regression
to predict the total HGSHS: A scores from the PCI (sub)dimensions and then used the
resulting equation to compute predicted Harvard Group Scale (pHGS) scores. These pHGS
scores were construed to operationalize a phenomenological measure of individual differ-
ences in trance or hypnoidal effects achieved by subjects during hypnosis. Thus, a high
pHGS score reflects subjective effects typically reported by highly hypnotizable subjects.

The pHGS scores were first obtained in a study by Pekala and Kumar (1984). The multi-
ple regression equation generated a validity coefficient of 0.62 which was cross-validated
in two other studies generating validity coefficients of 0.65 (Pekala and Kumar 1987) and
0.67 (Forbes and Pekala 1993). Additionally, a validity coefficient of 0.86 (Hand et al.
1995) was found when correlating the actual SHSS: C (Weitzenhoffer and Hilgard 1962)
scores obtained by subjects with their pHGS scores. Thus, the pHGS score was found to
predict hypnotic susceptibility as measured by both the Harvard (HGSHS: A) and Stanford
Scale (SHSS: C) actual scores.

In sum, the pHGS score, computed using a multiple regression equation that differen-
tially weight particular PCI (sub)dimensions, permits an estimate of a person’s ‘hyp-
noidal state’ (Pekala and Forbes 1988; Pekala and Nagler 1989) or ‘depth of trance’ score.
Besides generating a quantitative general measure of trance depth, cluster analyses results
with the PCI suggests that there are different ‘types’ of trance.

10.5.2 Qualitatively different ‘types’ of trance
In a series of studies, Pekala and colleagues (Pekala 1991a; Pekala et al. 1995; Forbes and
Pekala 1996; Pekala and Forbes 1997) used K-means cluster analysis (Hartigan 1975) to
determine if there might be several different ‘types’ or subclusters of highly hypnotizable,
moderately hypnotizable, and low or non-hypnotizable subjects, based on their subjective
experiences assessed by the PCI. Phenomenological experience, as assessed by the PCI, was
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cluster analysed using subjects as the independent variables, and the PCI major dimensions
as the dependent variables.

Figure 10.5 illustrates the results of cluster analysis on the phenomenology of three
groups of subjects with low susceptibility who scored 0–2 on the HGSHS: A. The group,
labelled the ‘classic lows’, experienced the most intact self-awareness, the least drop in
volitional control and the least alteration in state of awareness. They also reported very
high levels of muscular tension (a high PCI ‘arousal’ score). The ‘relaxed lows’ were simi-
lar to the classic lows, except that there was not much muscular tension (low arousal). Most
interesting, however, were the ‘pseudolows’. Despite their low scores on the HGSHS: A, the
‘pseudolows’ reported moderate drops in self-awareness, rationality, volitional control
and memory. They were named ‘pseudolows’ because even though they scored low on
the HGSHS: A, they evinced phenomenological experiences consistent with that of mod-
erately hypnotizable subjects. These results suggest that using the PCI in conjunction
with the behavioural hypnotizability scales provides information as to the subtle varia-
tions in hypnotic responsiveness from a phenomenological viewpoint, which one would
not otherwise get by simply using the behavioural measures.

Table 10.1 lists the nine different ‘trance types’ found by Pekala and Forbes (1997). From
non-hypnotizable to highly hypnotizable (in terms of pHGS scores), the nine types were:
classic lows, relaxed lows, nondialoguing mediums, dialoguing mediums, visualizers,
rational high-mediums, dialoguing high-mediums, fantasy highs and classic highs.
Here again, the classic lows had the highest level of muscle tension, and the most intact
memory, rationality and self-awareness. They also had the least drop in volitional control,
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a measure of the ‘classic suggestion effect’ as characterized by Bowers (1981). The classic
highs, on the other hand, had the lowest level of memory, rationality, internal dialogue,
imagery and self-awareness of all the groups. Especially interesting were the visualizers.
They had the highest level of vivid visual imagery; and the highest level of self-awareness
and intact memory after the classic and relaxed lows (the two least ‘hypnotizable’ groups).

10.6 The Phenomenology of Consciousness Inventory: 
Hypnotic Assessment Procedure: PCI-HAP
Several years ago the PCI was incorporated into a ‘hypnotic assessment procedure’ called
the PCI-HAP (Pekala 1995a, b)1. The PCI-HAP consists of relaxation instructions called
a ‘body scan’, a hypnotic induction procedure called a ‘mind calm’, a suggestion to have 
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Table 10.1 The nine hypnotic types, average trance depth, and distinguishing characteristics

Hypnotic type Hypnoidal Distinguishing characteristics of each of the nine 
state score2 cluster types1 (based on intensity levels of PCI major

dimensions)

Classic lows 2.88 Highest level of arousal (muscular tension); most intact 
memory, rationality, and self-awareness; most internal 
dialogue; least drop in volitional control

Relaxed lows 3.68 Similar to classic lows except have low muscle tension 
levels and less internal dialogue

Non-dialoguing mediums 4.87 Similar to dialoguing mediums except for lack of internal 
dialogue

Dialoguing mediums 5.01 Similar to non-dialoguing mediums except for more 
internal dialogue

Visualizers 6.06 Highest level of visual imagery; highest level of self-
awareness and intact memory after classic and relaxed lows

Rational high-mediums 6.81 Similar to dialoguing high-mediums except for less internal 
dialogue and more rationality

Dialoguing high-mediums 6.86 Second highest level of internal dialogue after classic 
lows; similar to rational high-mediums except for more 
internal dialogue and less rationality

Fantasy highs 7.10 Second highest level of imagery after visualizers

Classic highs 7.60 Lowest level of memory, rationality, internal dialogue, 
imagery, and self-awareness

1Based on Pekala and Forbes (1997).
2Hypnoidal state score: average level of trance depth: scores go from approximately 1.0 (not hypnotizable) to 9.0

(highly hypnotizable).

This table was originally printed in the American Journal of Clinical Hypnosis, vol. 43, no. 2. Reprinted with permission
of the American Society of Clinical Hypnosis.

1 The PCI, the PCI-HAP and the EXCEL scoring protocol are available by writing to Ron Pekala, PhD,
Biofeedback Clinic (116B), Coatesville VA Medical Center, Coatesville, PA 19320, USA or e-mailing
him at pekalar@voicenet.com.



a vivid hypnotic dream and a few other items. Before the hypnotic induction, the client
completes a pre-assessment form (recently added to the PCI-HAP) which asks if the per-
son was hypnotized before, and to estimate their expected hypnotic depth and the
expected helpfulness of hypnosis. The clinician/researcher completes a short debriefing
form immediately after the hypnosis. For this debriefing, clients rate the vividness of
their imagery during the hypnotic dream, and answer several other questions, including
how deeply hypnotized they felt themselves to be during the hypnosis. The client then
completes the PCI retrospectively in reference to the sitting quietly period embedded in
the hypnosis. (An EXCEL program is used to score the PCI-HAP; it generates a 5-page
printout of the results of the PCI-HAP assessment.)

10.7 Using the PCI-HAP to operationalize a recent theoretical
integration of hypnosis in reference to self-reported 
hypnotic depth

10.7.1 Holroyd’s theoretical integration
Holroyd (2003), integrating the research and theorizing on hypnosis over the last 
30 years, has posited an interactive relationship between trance depth or altered state
effects and suggestibility. From a synthesis of research on the neurophysiology of hypno-
sis (Crawford and Gruzelier 1992; Crawford 2001) and its phenomenology (Pekala and
Kumar 2000b; Cardeña 2005), Holroyd distilled three factors to account for most of the
effects we see in hypnosis: suggestibility, altered state effects and expectancy.

10.7.1.1 Suggestibility

Suggestibility is commonly defined in terms of responsiveness to suggestions given dur-
ing hypnosis. (Because suggestibility means different things to different theorists, see
Schumaker 1991, for a comprehensive review of these very different viewpoints.) Kirsch
and Braffman (1999) distinguished two main types of suggestibility: ‘if “hypnotic sug-
gestibility” is responsiveness to suggestions given after hypnosis has been induced’;
(p. 226) then ‘non-hypnotic suggestibility’ may be used ‘to denote responsiveness to sug-
gestions administered without the prior induction of hypnosis’ (p. 226). They empha-
sized the role of imagination in suggestibility. They defined ‘imaginative suggestions’ as
‘requests to experience an imaginary state of affairs as if it were real’ (Kirsch and
Braffman 2001, p. 59), and ‘imaginative suggestibility’ as the ‘degree to which the person
succeeds in having the suggested experiences’ (p. 59), whether such experiences occur
within, or outside of, hypnosis. The PCI-HAP has a hypnotic dream item which asks the
client during the debriefing how vivid their imagery was during hypnosis. It is a measure
of what we call imagoic suggestibility, a subset of Kirsch and Braffman’s hypnotic imagi-
native suggestibility, since there may be other aspects to imaginative suggestibility besides
imagery vividness.

10.7.1.2 Altered state effects

Holroyd’s (2003) second factor is that of altered state effects. Holroyd, quoting
Weitzenhoffer (2002), distinguished between hypnosis and hypnotism: whereas hypnosis
‘means “altered state’ and implies trance’ (2003, p. 4); hypnotism ‘means something
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entirely different—it means giving suggestions after you think a person is in the state of
hypnosis’ (p. 4). To quote Weitzenhoffer, ‘I will otherwise generally reserve the term hyp-
nosis for the “state’ (our quotes) and the term hypnotism, for the production, study and
use of suggestion with the state of hypnosis presumably being present, whether or not it
adds anything tangible to the situation’ (2002, p. 210).

Hence, hypnotism, according to Weitzenhoffer’s definition, implies the giving of sug-
gestions, via imagination, fantasy and/or other means, and the acceptance of those sug-
gestions by individuals whether or not they are in the ‘altered state’ of hypnosis. Citing
neurophysiological research (e.g. Crawford and Gruzelier 1992; Ray 1997; Crawford
2001), Holroyd suggested that there is a neurophysiological basis for the subjective
altered state effects reported by highly hypnotizable subjects in hypnosis that parallels
absorptive meditation: ‘both hypnosis and concentrative meditation result in inhibitory
patterns, particularly in the midline and frontal cortical areas associated with executive
function and cognitive control’ (p. 8). Thus, both would involve an alteration in state 
of consciousness associated with changes in brain wave patterns accompanying the
aforementioned changes.

Holroyd suggested that both suggestibility and altered state effects associated with
being hypnotized, in interaction with expectancy (Kirsch 2000), account for the phe-
nomenon of being hypnotized: ‘suggestion without an altered state is just an invitation to
use imagination and fantasy. An altered state without suggestions is just trance or medi-
tation. Not only are altered state and imagination interactive contributors, but they also
interact with expectancy’ (Holroyd 2003, p. 12).

All three of the processes in Holroyd’s model (2003) can be operationalized using the
PCI-HAP. Whereas the pHGS score obtained from the PCI-HAP generates a measure of
altered state effects (Pekala and Kumar 2000b) via a ‘hypnoidal state’ score (Pekala and
Nagler 1989), the imagery vividness dream item assessed by the PCI-HAP debriefing form
taps what we call a ‘imagoic suggestibility’ score, an aspect of hypnotic ‘imaginative sug-
gestibility’ as defined by Kirsch and Braffman (2001). Additionally, the PCI-HAP debrief-
ing form allows participants to estimate their hypnotic depth, a self-reported Hypnotic
Depth (srHD) score, by means of a single self-report item using a ‘1’ to ‘10’ rating scale.
Finally, a pre-assessment form that was recently added to the PCI-HAP allows for hypnotic
and therapeutic expectancy to be quantified.

10.7.2 Predicting self-reported hypnotic 
depth from the PCI-HAP
Clinicians often employ a ‘1’ to ‘10’ scale (‘1’ = ‘your normal, waking state;’ ‘10’ = ‘the
most deeply hypnotized you can imagine’) and ask their clients to estimate how deeply
hypnotized they feel themselves to be at a particular moment in time. Because clinicians
routinely ask their patients to estimate how deeply they felt they were hypnotized, we
asked what phenomenological or behavioural processes (as assessed by the PCI-HAP)
are associated with how individuals judge their depth of trance. This question was
explored using correlation, 3D graphic and regression analyses (and is more fully
reported in Pekala et al. 2006a).
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10.7.2.1 Correlational and 3D graphic analyses

Participants (n = 180) from substance abuse treatment units, within which they were
matriculated, and as part of a study on relapse prevention (reported in Pekala et al.
2004), completed a variety of questionnaires, including the PCI-HAP, before discharge.
A correlation matrix for the following PCI-HAP-based scores was constructed: srHD
(self-reported hypnotic depth), PCI pHGS (hypnoidal state), imagoic suggestibility (the
imagery vividness dream item) and other PCI-HAP debriefing item scores. The imagery
vividness dream item of the PCI-HAP debriefing form correlated highest with partici-
pants’ srHD score (r = 0.72, P < 0.001). The second highest correlation was between the
srHD score and the PCI-HAP pHGS score (r = 0.57, P < 0.001).

Figure 10.6 represents a 3D plot with imagoic suggestibility on the x-axis, the hyp-
noidal state on the y-axis and the srHD score on the z-axis. The figure represents a three-
dimensional ‘distance weighted least squares fit (of) a surface through a set of points by
least squares’ (Wilkinson 1988, p. 550). Visual perusal of the figure suggests that either a
high hypnoidal state score or a high imagoic suggestibility score (above 7.0) was associ-
ated with a high srHD score (above 7.0) provided the other variable’s score was not low
(3.0 or below). To partial out the variance common to both variables, stepwise regression
analyses were conducted.

10.7.2.2 Regression analyses

Regression analyses using all subjects (n = 180) (unpublished data from Pekala et al.
2006a) were completed, attempting to predict hypnotic depth from the debriefing items of
the PCI-HAP and also the pHGS score. Remaining in the regression equation were the
imagery vividness item (standardized regression coefficient of 0.54), the pHGS score
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(regression coefficient of 0.34) and the finger-raising item (regression coefficient of 0.12),
for an R of 0.78 and an R2 of 0.61. (see Table 10.2).

Because partial regression coefficients indicate, ‘with a good deal of confidence,
whether specific predictors make contributions to the criterion that are unrelated to the
contributions made by the other variables’ (Grimm and Yarnold 1995, p. 41); the coeffi-
cients thus allow for a comparison of ‘the relative contributions of each predictor to the
overall effect’ (p. 41). The standardized regression coefficients listed in Table 10.2 indicate
that participants’ imagery during the hypnotic dream vacation accounted for 54 per cent
of the relative variance in srHD scores; followed by level of subjective trance as measured
by the pHGS score (34 per cent of the variance); followed by the finger raising item 
(12 per cent) (used to determine if subjects may have fallen asleep).

These results are consistent with the theorizing and research of McConkey, Sheehan
and Woody (Sheehan and McConkey 1982; Barnier and McConkey 2003; Woody 
and McConkey 2003) who suggest that different psychological processes are activated
in the passing of differing types of hypnotic suggestions. Woody and McConkey
(2003) suggest that ‘different people (or the same person on different occasions) 
could pass an item via different underlying processes’ (p. 317). A perusal of Fig. 10.6
suggests that the participant’s perception of hypnotic depth does appear to be a func-
tion of both imagoic suggestibility and hypnoidal state, with higher scores in either
leading to an increased hypnotic depth perception, provided the other dimension is
not low.

A pre-assessment form was recently added to the PCI-HAP that allows for pre-hypnosis
hypnotic expectancy (‘how deeply hypnotized do you expect to be when we try to hyp-
notize you today?’), and pre-hypnotic therapeutic expectancy (‘how helpful do you think
self-hypnosis training is going to be to help you with your problems, issues, and 
concerns?’) to be quantified.

In a pilot study currently in progress (Pekala et al. 2006b), a regression analysis, parallel
to the regression equation mentioned above, but including the PCI-HAP pre-assessment
variables, found that those variables now remaining in the regression equation included:
imagoic suggestibility (with a standard regression coefficient of 0.67), hypnoidal state
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Table 10.2 Predicting hypnotic depth using the PCI-HAP: full sample (n = 180)

Subscale R R2 Unstandardized Standardized F-value P-value
coefficient coefficient

Imagery vividness dream 0.717 0.514 0.502 0.54 97.75 0.00
item (imagoic suggestibility)

pHGS score (hypnoidal state) 0.770 0.594 0.586 0.34 40.12 0.00

Finger response item 0.779 0.607 0.673 0.12 5.87 0.02

Constant –0.012

F and P are final values for independent variables left in the regression equation.

This table is based on unpublished data taken from the study reported in Pekala et al. 2006a.



(with a standard regression coefficient of 0.15) and therapeutic expectancy (with a stan-
dard regression coefficient of 0.21). Although the n of this preliminary study is small 
(n = 55), pending replication, the results suggest that the participants’ perception of how
deeply hypnotized they felt themselves to be in was a function of imagoic suggestibility,
altered state effects and therapeutic expectancy, results that provide support to the theoriz-
ing of Holroyd (2003), Weitzenhoffer (1974, 2002), Kirsch (2000) and others concerning
the processes activated by ‘hypnosis’ and ‘hypnotism.’

10.8 Potentials for combining a neurobiological approach 
with a multivariate psychophenomenological approach

10.8.1 Accomplishments of this multivariate
psychophenomenological approach
Probably one of the most exciting potential applications of this approach to understand-
ing hypnosis concerns its use with EEG, fMRI, positron emission tomography (PET) and
related neurobiological methodologies as these methodologies become more available in
hypnosis research. In the previous paragraphs, we have illustrated how we have used a
53-item self-report subjective experiences inventory to carry out the following:

1. Quantify hypnotic experience across individuals of low, medium and high suscepti-
bility during hypnosis and baseline conditions to reveal significant phenomenological
PCI intensity differences (Pekala et al. 1986; Kumar and Pekala 1988, 1989).

2. Diagram states of consciousness across individuals of low and high hypnotizability
via psygrams (Pekala and Kumar 1986, 1989, 2000a; Pekala and Bieber 1989/90).

3. Account for the trait/state effects of hypnosis (Kumar et al. 1996, 1999) including five
state effects factors that have shown consistent correlations with hypnotizability
across several studies and several hypnotic assessment instruments.

4. Generate a reliable and valid measure of ‘trance depth’ (hypnoidal state) (Pekala and
Kumar 1984, 1987, 2000b; Pekala et al. 2006).

5. Differentiate different ‘types’ of individuals of low to high hypnotizability via trance
typology profiles (Pekala 1991a; Forbes and Pekala 1996; Pekala and Forbes 1997;
Pekala et al. 1995).

6. Clinically assess hypnotic responsiveness via the PCI-HAP (Pekala 1995a, b, 2002;
Pekala and Kumar 2000b).

7. Use the PCI-HAP to operationalize and test hypnotic theories.

10.8.2 Future directions
It seems only logical that this psychophenomenological approach should be combined
with cognitive neuroscience approaches to understand more fully that puzzle we call
hypnosis. PET scan research by Rainville et al. (2002) appears to ‘support a state theory of
hypnosis in which the basic changes in phenomenal experience produced by hypnotic
induction reflect, at least in part, the modulation of activity within brain areas critically
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involved in the regulation of consciousness’ (p. 887). Their research looked at two of the
dimensions describing the experience of being hypnotized: mental relaxation and mental
absorption. Use of the PCI to map subjective experience across its 12 major and 
14 minor dimensions in a reliable and valid manner may represent a more comprehen-
sive way to assess the phenomenological effects of hypnosis during such PET scans.
Additionally, using the hypnoidal state score generated from the PCI allows for trance
depth to be quantified reliably and validly so that states of consciousness associated with
not only hypnosis, but other altered state induction procedures such as meditation,
trance drumming, and breathing practices such as pranayama (Iyengar 1981) can be
compared to determine to what extent ‘hypnoidal effects’ are common across these other
types of altered state induction procedures.

Additionally, the aforementioned empirical phenomenological research has docu-
mented that the assessment of hypnotizability with such traditional instruments as the
Harvard or the Stanford Scales fails to measure the varied and fascinating phenomenol-
ogy associated with being ‘hypnotized’ (Pekala and Forbes 1997; Pekala and Kumar
2000b). The typology research presented above suggests that there are different types of
highly hypnotizable subjects, who may achieve hypnotic effects through different mecha-
nisms, i.e. the visualizers, possibly using very vivid imagery to pass hypnotic suggestions,
and the classic highs, undergoing alterations in state of awareness or ‘dissociated control’
(Bowers 1992; Woody and McConkey 2003).

Kihlstrom (2003), and most recently Nash (2005) and Woody et al. (2005), argue in
favour of pluralistic approaches in the understanding of hypnotic responsiveness. The
provocative debates (Hammond 1998; Kihlstrom 1997; Frischholz 2000; Lynn and
Sherman 2000; Kallio and Revonsuo 2003, 2005) seen in the field of hypnosis need to be
balanced by equally integrated theoretical understandings that combine psychosocial, cog-
nitive–behavioural and neurobiological explanations with reliable and valid phenomeno-
logical data. We believe psychophenomenological and neurophenomenological (Lutz and
Thompson 2003) approaches to consciousness can help to quantify that elusive subjective
factor in a way heretofore unavailable.

Kirsch (2004) suggested that to confirm the ‘“generic altered state hypothesis”—the
hypothesis that there is a uniquely hypnotic state in which suggestibility is enhanced and
which is the basis for some hypnotic responses’ (p. 18), one needs to define what is meant
by an altered state of consciousness a la Tart (1972) and provide evidence of ‘physiologi-
cal markers of the trance state’ (p. 19). In 2003, Kallio and Revonsuo wrote that because
the concepts of hypnosis and ASC ‘lack a definition which can be empirically evaluated,
there will be no possibility even to theorize about the possible changes in the state of
consciousness associated with hypnosis’ (p. 136). Two years later, in response to a series
of commentaries about their provocative article, Kallio and Revonsuo (2005) remarked
that ‘the concept of altered state of consciousness (ASC) still lacks a commonly accepted
definition and is in need of further clarification’ (2005, p. 46).

We believe use of the aforementioned psychophenomenological methodology can help
enrich our understanding of hypnotic responsiveness, and provide not only needed defi-
nitions, but an empirical operationalization of those definitions so that states and ASCs
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can be quantitatively assessed and statistically evaluated, in reference not only to hypnosis
but to other putative ASCs, such as meditation, pranayama, and psychedelic, transcendental
and mystical experiences (Barušs 2003).
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Chapter 11

On the contribution of
neurophysiology to hypnosis research:
current state and future directions

Adrian Burgess

11.1 Introduction
One of the most interesting and productive developments in hypnosis research over
the last 15 years has been the growth in the number of studies that incorporate meas-
ures of neurophysiological function. Typically these studies involve samples of extreme
participants with high and low susceptibility measured before and after hypnotic
induction with a concurrent neurophysiological measure such as the encephalogram
(EEG)1 or functional magnetic resonance imaging (fMRI). These studies, which we
might conveniently refer to as provocation tests as hypnosis is used to provoke a
change in neural function, have often reported that highly susceptible participants
show a change in brain physiology following hypnotic induction that is not seen before
induction and is not seen in participants with low susceptibility even after induction.
The inference made from these observations, either implicitly or explicitly, is that hyp-
notic induction effects a state change in the brains of participants who enter a hypno-
tized state. As such, these studies have been used as some of the most potent
ammunition available in the long-standing controversy between state and non-state
theorists.

Although on the face of it, the results of provocation studies and the subsequent logic
of the arguments employed in favour of the state theory of hypnosis are persuasive, they
are by no means compelling. In this chapter, I will argue that the evidence currently avail-
able does not yet discriminate unambiguously between the state and non-state positions
because it has not been demonstrated that the neurophysiological changes reported in
these provocation studies represent a brain state that is importantly different from that
seen during our normal waking lives. I go on to describe the characteristics that a change
in neurophysiology would need to possess in order to compel us to accept that a change
in brain state has occurred. Furthermore, I suggest that conclusive evidence on the
state–non-state question is unlikely to emerge from provocation tests as they currently

1 Throughout the chapter, comments about EEG can be assumed to apply also to magnetoencephalography
(MEG).



exist. This is not to say that the question is irresolvable through the application of neuro-
physiological measures, but I argue that if progress is to be made, then some critical
changes in the way in which provocation studies have been conducted will be required.
To be specific, developments from three key are of research will need to be incorporated.
These are:

◆ Psychophysiological theories of consciousness

◆ The deep structure of the EEG

◆ The physiological origin of cortical oscillations.

11.2 Neurophysiological correlates of state changes
The results of provocation studies have shown many changes in neurophysiological meas-
ures that occur in highly susceptible participants as they move from a waking to a hypno-
tized state. These include alterations in background EEG such as increased theta power
(Sabourin et al. 1990) or enhanced gamma oscillations (De Pascalis 1993), changes in
functional connectivity and differences in regional brain activation (e.g. Maquet et al.
1999). It is not my intention to review this literature here. Rather, I intend to make a more
general point about the nature of state changes and what sort of evidence would be
required to compel us to accept that a state change has occurred. I shall argue that even if
one accepts the results of the evidence from those provocation studies currently available,
their evidence is by no means conclusive in the state versus non-state controversy.

First, it is important to clarify what is meant by a state change. Our brain moves
through a continuous sequence of states in its normal waking mode; at one moment I am
looking out of the window and perceiving my ginger cat in the garden, the next I remem-
ber that I need to send a card for my mother’s birthday, the next I am thinking about how
to construct this sentence. It is a core assumption of my argument that each of these con-
scious experiences, in what William James referred to as the ‘stream of consciousness’, is
associated with a different brain ‘state’ (James 1890), i.e. the physiological state of my
brain is different in some important way in each of these cases. Furthermore, we can gen-
eralize and hypothesize that each unique conscious state is matched by a unique neuro-
physiological state and that, in principle, these neurophysiological states could be
objectively measured.

This stream of consciousness that involves a continuing sequence of mental states is not,
however, what is meant by ‘state’ in the state–non-state debate in hypnosis. If it were, then
to describe hypnosis as a state change would be trivial and mean no more than saying that
the hypnotic state differs from other mental states in the same way that one moment in the
stream of consciousness differs from the next. Instead, the term ‘state change’ indicates a
more profound idea which is that hypnosis involves an altered state or mode of conscious-
ness. That is, there is a fundamental difference in the way the brain works during hypnosis
from the way in which it operates during other states such as waking, sleeping or coma.
Although all waking states are unique, and are paralleled by a unique neurophysiological
state, there must be some feature of the neurophysiology that is common to all but which
distinguishes them from other states such as the different stages of sleep or coma.
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To avoid terminological confusion, I shall refer to these transient elements of the wak-
ing, conscious mind as ‘qualic states’ (from quale, or qualia) as they are characterized by a
specific phenomenological experience. States that represent fundamentally different
modes of operation of the brain such as the different stages of sleep, I will refer to as
‘meta-states’. Our interest in this chapter is how these meta-states can be characterized
and whether hypnosis should be considered to be a distinct meta-state. It is worth noting
that not all meta-states consist of qualic states. Although waking, rapid eye movement
(REM) sleep and hypnosis are meta-states that involve some element of conscious expe-
rience, it is by no means certain that other meta-states do. For example, is it like anything
to be in deep sleep or a coma? It seems at least plausible to give the answer that it is not
like anything to be in a coma.

It follows from this analysis that showing that some aspect of neurophysiology is meas-
urably different in two conditions is not sufficient to demonstrate the existence of a
meta-state. All qualic states are, at least in principle, distinguishable in terms of the con-
current physiological state of the brain, i.e. although a demonstrable difference in neuro-
physiology is necessary in order to prove the existence of a meta-state, it is not sufficient.
What is required is the identification of a neurophysiological process that is not only
always coincident with a given meta-state but is only ever coincident with that meta-
state. This means that some aspect of neurophysiology must be either qualitatively differ-
ent from that seen in other meta-states or operates with parameters outside the range of
that seen in other meta-states.

The existence of a distinct neurophysiological marker associated with a specific state,
however, is not sufficient to identify a distinct meta-state. Consider for example the
observation of ‘alpha blocking’ first made in 1924 by Hans Berger, the discoverer of the
EEG (Brazier 1961). He noticed that when his participants closed their eyes, an oscilla-
tion in the EEG around 10 Hz was visible that showed a modulating amplitude. He
referred to this oscillation as the alpha rhythm and it is the dominant rhythm in the wak-
ing EEG in most adults. When his participants opened their eyes, the alpha rhythm dis-
appeared or was ‘blocked’. The classical interpretation of this is that the alpha rhythm
represents the cortex’s resting state and the increase in occipital alpha is due to the visual
areas entering a resting state as a result of the loss of visual input that occurs when the
eyes are closed. Although this interpretation has been challenged (Cooper et al. 2003), it
does seem that the increase in alpha power occurs because some cortical regions are
entering a different mode of function. However, from Berger’s observations, it appeared
that the presence of alpha spindles was uniquely associated with having ones eyes closed
and could be used as an unambiguous marker of that state2. Does this mean that having
one’s eyes closed is a distinct meta-state from having them shut? Clearly not, and the reason
for that is that although conscious experience with eyes open is distinct from that with
eyes closed, the subjective experience is that the two conditions are, with the exception of
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visual perception, very similar. That is, the differences in conscious experience are differ-
ences between qualic states rather than between meta-states. So, in addition to a reliable
neurophysiological marker of a given condition, it is also necessary to have the subjective
sense that the two are experiences are of a different type, comparable with 
the difference between being asleep, being awake or dreaming. The problem with this 
criterion is that reports cannot be obtained from all meta-states. For example, to get a
phenomenological account of being asleep, we need to wake the participant and get them
to recall their experience and this potentially introduces distortions of recollection and
other biases. Fortunately, this differential responsiveness of participants in different
meta-states is in itself useful in helping us discriminate between meta-states. To sum up,
in order to define a distinct meta-state it is necessary to for a state to be associated with
(1) a distinct phenomenological experience or behaviour and (2) a neurophysiological
correlate that is always and only present in that state.

The paradigmatic example of evidence for meta-state changes comes from the
sleep–wake cycle. The obvious behavioural changes between sleeping and waking were
confirmed and extended by the neurophysiological evidence obtained from concurrent
EEG and electromyography (EMG) recordings together with behavioural observations.
The stages of sleep can be uniquely characterized in terms of their EEG, EMG and behav-
iour (including subjective self-report on waking) along with other physiological changes
(Niedermeyer 1999).

The first stage of sleep is characterized by theta waves, which are slower (6–8 Hz) and
of greater amplitude than the alpha waves (8–13 Hz) that are dominant in the waking
state. The difference in neurophysiology measured using the EEG between relaxation and
stage 1 sleep is gradual and subtle, and the distinction is supplemented by changes in the
subject’s behaviour, although interestingly, subjects woken from stage 1 sleep will often
claim not to have been asleep at all. Although intuitively we might be inclined to accept
that stage 1 sleep and the waking state are distinct meta-states, there does not appear to
be any clear qualitative difference in neurophysiology between the two. Instead, the dif-
ference is quantitative, as indicated by the slowing in EEG frequency which would be
consistent with a continuum between waking and sleep. Perhaps we should consider
stage 1 sleep to be a transitional state between waking and sleep stage 2 rather than a 
distinct meta-state in its own right.

The second stage of sleep involves further slowing of EEG frequency (4–7 Hz) and an
increase in EEG amplitude, and is characterized by two electrophysiological phenomena
that occur every minute or so, called sleep spindles and K-complexes. Sleep spindles and 
K-complexes uniquely identify stage 2 sleep and provide a good example of the type of
neurophysiological marker that is required to demonstrate the existence of a meta-state.

Sleep stages 3 and 4 involve a further slowing of EEG frequency to delta frequencies
(<3 Hz) with a concomitant increase in amplitude. Stages 3 and 4 are distinguished by
the proportion of delta wave activity. Subjects awoken form these stages are hard to
arouse and typically drowsy and disoriented on first waking. Although stages 3 and 4 can
be distinguished from the other stages of sleep, the distinction between them is somewhat
arbitrary and there seems little good reason to identify them as separate meta-states.
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Rather, stages 3 and 4 might be better considered to be a single meta-state of slow wave
sleep (SWS).

The final state of sleep is REM sleep named because of the eye movements that are seen
during this stage. REM sleep is also characterized by a sudden and dramatic loss of mus-
cle tone, measured using EMG. Subjects awoken from REM sleep will commonly report
dreams, i.e. qualic states. Although dreams are not exclusively reported by subjects
awoken from REM sleep, they are much less common during other sleep stages.
Interestingly, the EEG recorded during REM is much more like that seen in the waking
state. With its unique physiological profile and characteristic qualic states, REM sleep is
clearly a distinct meta-state.

So, on the basis of neurophysiology and subjective report, we can identify several dis-
tinct meta-states: sleep stage 2, slow wave sleep and REM sleep. Stage 1 sleep is difficult to
differentiate from deep relaxation in the waking state on either neurophysiological or
phenomenological grounds, and whether it is a distinct meta-state or not is uncertain.
Other meta-states occur as the result of pathological conditions such as coma and epilep-
tic seizure, or can be drug induced such as anaesthesia. Furthermore, although we tend to
think of the waking state as a distinct meta-state, there is some reason to doubt that this
is in fact the case. It is a commonplace observation that monotonous and routine activi-
ties (e.g. driving a well-known route) can be completed, apparently safely and accurately,
in the conscious waking state, without any subsequent recall of the actions performed
while doing so. Such absent states might represent separate meta-states of consciousness,
and daydreaming and meditative states might be other examples. Although good neuro-
physiological evidence is lacking in each case, it seems prudent to consider the possibility
that the waking state may be fractionated into more than one meta-state.

Using the definition of sleep stages as a model, does hypnosis meet the criteria of being
a distinct meta-state? For some individuals at least, the phenomenological experience of
hypnosis is unlike any other meta-state, so hypnosis passes the subjective experience cri-
terion. Self-report however, is prone to error, bias and outside influence, as well as delib-
erate distortion so, in the absence of corroborative neurophysiological evidence, such
data are unpersuasive. The second criterion, that there should be a specific neurophysio-
logical correlate of hypnosis, is more problematic, although there are many candidates.
Consider, for example, the proposal that hypnosis is associated with increased levels 
of theta activity and assume that this finding is reliable and robust. Would an elevated
level of theta be sufficient to justify defining hypnosis as a distinct meta-state? The
answer is yes only if the elevation in theta is seen during the hypnotic state and only 
in that state. Unfortunately this is not the case, as elevations in theta occur during 
relaxation and stage 1 sleep but also during certain demanding cognitive processes. At
best, this evidence could be considered comparable with the neurophysiological evi-
dence suggesting a distinction between relaxation and stage 1 sleep where there is no
clear boundary between the two. Certainly there is no compelling evidence for the exis-
tence of a distinct meta-state. The same argument applies to the role of the alpha
rhythm and gamma oscillations in hypnosis. Although statistically significant differ-
ences in these oscillations have often been reported at the group level, in none of these
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cases is there evidence either of a qualitative difference between waking and hypnosis or
of a quantitative difference outside of the range that might be expected during normal
waking thought.

Some of the best evidence for hypnosis being a distinct meta-state comes from work
showing that following hypnotic induction, highly susceptible participants show changes
both in perception and in an associated neurophysiological marker. For example, painful
stimuli reliably produce a somatosensory evoked potential that can be recorded at the
scalp using standard EEG equipment. However, both the experience of pain and the form
of the evoked response can be modified by hypnotic suggestion in susceptible individuals
(Crawford et al. 1998). Similarly, hypnotic suggestion can be used to induce auditory hal-
lucinations and an alteration in the auditory evoked response (Hogan et al. 1984).
Kosslyn et al. (2000) have even shown that hypnotic suggestion can alter colour percep-
tion and simultaneously alter localized brain activity, as measured using positron emis-
sion tomography (PET). Persuasive though this evidence appears, it does not provide
convincing evidence that hypnosis is a distinct meta-state. First, the neurophysiological
correlates are different in each case, which means that they are neither necessary nor suf-
ficient for the hypnosis to occur. Secondly, it is quite possible that these phenomena
could also be obtained through manipulations of the normal waking state such as sug-
gestion, focused attention or distraction. One possible response to this is that such
manipulations are hypnosis, but if so there seems little reason to argue that hypnosis is a
distinct meta-state.

It would of course be unreasonable to expect state theorists to prove that hypnotic phe-
nomena such as induced analgesia cannot be shown in the normal waking state as this
would require them to prove a negative. Rather, the solution should be to suggest a
mechanism that is common to all hypnotic states and to test theory empirically.
An exemplary example of this approach is provided by Egner et al. (2005). They tested
Woody and Bowers’ (1994) dissociated control theory (DCT) of hypnosis. This suggests
that highly hypnotizable individuals are particularly adept at focusing attention at base-
line, but that their attentional control is compromised following hypnosis due to a
decoupling between conflict monitoring and cognitive control processes. On the basis
of earlier functional imaging studies, Egner et al. (2005) attributed these functions to
activity in the prefrontal cortex; specifically, they proposed that the lateral prefrontal
cortex is responsible for cognitive control processes and the anterior cingulate cortex for
conflict monitoring.

Egner et al. (2005) measured regional cerebral blood flow in the anterior cingulate cor-
tex and the lateral frontal cortex during a Stroop task using event-related functional
magnetic resonancce imaging (fMRI). The Stroop task is a well-known cognitive para-
digm that can be used to manipulate both cognitive control and conflict monitoring.
Participants of low and high hypnotic susceptibility performed the Stroop task in the
waking state and after hypnotic induction. fMRI revealed that highly susceptibile partici-
pants showed a conflict-related increase in activity in the anterior cingulate cortex in the
hypnosis condition compared with baseline. Furthermore, although there was evidence
of control-related activation in the lateral frontal cortex, this did not differ between
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groups or hypnosis conditions. In a second experiment, Egner et al. (2005) recorded the
EEG using the same participants undergoing the same experimental paradigm. They
found a decrease in EEG functional connectivity in the gamma band between frontal
midline and left lateral scalp sites in highly susceptible participants after hypnotic induc-
tion. The authors interpreted their results as being consistent with their hypothesis that
the lateral frontal cortex controls cognitive control, the anterior cingulate cortex controls
response monitoring and hypnosis induces dissociation between the two in highly 
susceptible individuals.

Perhaps the most impressive aspect of this study is that the authors take a psychological
theory of hypnosis (i.e. that hypnotic states are a result of dissociation between two
aspects of executive control) and derive testable neurophysiological predictions from it.
This is particularly challenging as most psychophysiological models of hypnosis are only
partially operationalized in terms of physiology. Concepts such as ‘frontal inhibition’ and
‘neurophysiological flexibility’ are more metaphor than hard physiological reality.
Consequently, there remains considerable ambiguity as to how these concepts can be
measured and the theories tested.

Certainly, the loss of functional connectivity between the medial and lateral prefrontal
cortices, interpreted as a decoupling between conflict monitoring and cognitive control,
has the potential to explain a broad range of hypnotic phenomena. Furthermore, if this
loss of functional connectivity between medial and lateral prefrontal sites were found to
be common to all hypnotic states, then the case in favour of hypnotic states as distinct
meta-states would be compelling. However, the main difficulty in producing psy-
chophysiological theories of this type is to match a psychological function to a neuro-
physiological process. Egner et al. (2005) make strong claims about the meaning of
increased cerebral blood flow in the anterior cingulate cortex and the lateral prefrontal
cortex, but the functions of these areas are by no means well understood. Similarly, with the
measures of EEG coherence between central and lateral scalp sites; not only is the signifi-
cance of gamma coherence unknown, but the inferred localization is at best speculative.
This should not be interpreted as a counsel of despair, however, but as an acknowledge-
ment that between psychology and neurophysiology there remains a wide explanatory
gap. Studies like that by Egner et al. (2005) are worthwhile attempts at bridging that gap
and as such are to be commended.

11.3 Psychophysiological theories of consciousness
If hypnosis is an altered state of consciousness that differs in some important way from
the normal conscious waking state, then it follows that a fuller understanding of the
nature of the hypnotic state would be facilitated by a comprehensive theory of conscious-
ness. Over the last 15 years there has been an explosion of interest in the scientific study
of consciousness and, although no consensus has emerged, certain themes such as the
importance of functional connectivity and the role of cortical oscillatory activity have
emerged strongly.

The starting point for most theories of consciousness is the binding problem (Treisman
1996). Put simply, the binding problem concerns the obvious dissociation between our
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subjective sense of a unified and coherent conscious experience and what neuroscience
has led us to believe about the functional organization of the brain. In essence, the brain
appears to consist of large numbers of localized specialist functional units, so, for exam-
ple, our perception of the visual world is achieved by spatially separate units dealing with
colour, movement, orientation, shape, and so on. Clearly, the output from these specialist
modules must somehow be unified (i.e. ‘bound’) to give us our conscious perception of a
unified and coherent visual world, but the mechanism by which this unity is achieved is
not yet understood. Work by electrophysiologists making intracerebral recordings in ani-
mals suggested synchronous cortical oscillations around 40 Hz as a candidate mecha-
nism for this binding. For example, Gray et al. (1989) took recordings from the visual
cortex in cats from neurons that were sensitive to different objects in the visual field.
When the objects moved congruently, giving the gestalt that the objects were connected,
recordings at the two sites synchronously oscillated at 40 Hz. When the objects moved
independently and the gestalt was lost, the 40 Hz oscillation was lost too.

On the basis of this and similar work, Crick and Koch (2003) suggested that 40 Hz
oscillations were critical to the binding mechanism and consequently for consciousness
itself. These ideas were supported by work by Tallon-Baudry et al. (1996) who showed
that visual feature binding in humans measured using the scalp-recorded EEG was also
associated with increases in the 40 Hz (i.e. gamma) frequency range.

If gamma oscillations are critical for normal consciousness, it is a natural step to consider
how they might be different in altered states of consciousness, such as hypnosis. DePascalis
(Chapter 5) provides a comprehensive review of this work and shows conclusively that
gamma oscillations are altered by hypnotic induction. However, there are good reasons to
doubt the critical role of gamma oscillations in consciousness. For example, gamma oscilla-
tions are seen during REM sleep and under anaesthesia, suggesting that even if they are
necessary for consciousness to emerge, they are not sufficient. Certainly Crick and Koch
have long since withdrawn from their advocacy of 40 Hz oscillations as a neural correlate of
consciousness, and few adherents of the strong form of this theory remain.

The suggestion that cortical oscillations have a critical role in visual feature binding and
consciousness, however, remains alive and well. For example, Llinas and Ribary (2001)
have emphasized the role of thalamo-cortical loops for the transference of information
between different cortical regions, and these thalamo-cortical loops are the physiological
basis of the cortical oscillations that we record using the EEG. Transfer of information
between cortical sites is controlled by two critical thalamic nuclei: the intralaminar
nucleus and the reticular nucleus (Bogen 1995). Unlike the other thalamic nuclei, which
have reciprocal connections with well-defined cortical areas, the intralaminar nucleus
projects widely throughout the thalamus and the reticular nucleus projects diffusely
across the cortex. Consequently, the intralaminar nucleus modulates communication
within the thalamus and the reticular nucleus modulates communication between the
thalamus and the cortex. Activity in the thalamo-cortical system is further modulated by
ascending inputs from the reticular activating system (ARAS) which controls the
sleep–wake cycle. It is of note that there are only three brain regions where lesions result in
loss of consciousness (i.e. coma) and they are the ARAS, the reticular nucleus and the
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intralaminar nucleus (Bogen 1995). The interaction between the ARAS and the thalamo-
cortical system is responsible for the key meta-states of waking, slow wave sleep and REM
sleep; the same processes generate oscillatory activity in the brain that can be detected as
the EEG. This intimate one-to-one relationship between meta-states and cerebral oscilla-
tions is one of the main reasons why so many researchers involved in studying hypnosis as
an altered state of consciousness have shown such an enduring interest in EEG research.

Despite two decades of research, no EEG marker of hypnosis has yet been found.
Claims have been made for the critical role of alpha, theta and gamma oscillations, but
none show the specificity required to meet the criteria described above. In short, the dif-
ferences in EEG power reported are neither great enough nor specific enough to qualify.
This does not mean to say that an EEG marker of the hypnotic state will not be found,
and there are several candidate markers that should be examined that will be discussed in
the next section.

The importance of functional connectivity in the brain follows automatically from an
understanding of the binding problem. If information from localized functionally spe-
cialized units is to be bound together, there must be a mechanism to achieve this connec-
tivity and there is good evidence for the importance of long-range gamma synchrony for
normal cognitive processing from scalp-recorded EEG in humans (Miltner et al. 1999;
Rodriguez et al. 1999). The study described above performed by Egner et al. (2005) pro-
vides a good example of using gamma synchrony to test a hypothesis about functional
connectivity in hypnosis, but few others have applied this approach to date. Whether the
gamma oscillations are special in this respect is more doubtful, and synchrony in other
frequency ranges may be no less important (von Stein and Sarnthein 2000).

Synchronous oscillations are not the only feature of the EEG that has been linked to
consciousness. The spatio-temporal organization of the EEG has also been considered to
play an important role in conscious processes. It is well known to researchers in the field
that the EEG displays a striking spatio-temporal structure but, despite this, it remains a
much under-researched area. The spatio-temporal structure can be readily observed by
viewing the ongoing EEG as a series of frequency-specific power maps instead of as the
usual multichannel time series. After a few minutes, it becomes apparent even to a naïve
observer that similar topographical patterns repeat over and over again.

More rigorously, Lehmann in his pioneering work on the spatial organization of the EEG
came up with the concept of microstates (Lehmann and Koenig 1997). These are scalp dis-
tributions of EEG power that appear and remain stable for short periods of some tens of
milliseconds. Two features of these microstates are significant. First, only a relatively small
set of microstates out of the very large number of possible microstates are ever seen.
Secondly, they are reproducible and appear to reflect a specific functional state of the cor-
tex. Microstates are influenced by the nature of cognitive and affective states of the cortex
and are known to be abnormal in certain pathological condition such as schizophrenia.

The critical importance of the spatio-temporal organization of the EEG was also dis-
covered in a completely different context by Walter Freeman. In a series of strikingly
original studies, he investigated olfactory conditioning in rabbits (Freeman 2000). He
was able to show that the pattern of amplitude-modulated EEG in the olfactory bulb of
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rabbits depended upon the conditioned stimulus presented, the rabbit itself and its con-
ditioning history. That is, different aromas showed distinct patterns of EEG that were
unique to each rabbit and which varied over time in ways related to the rabbit’s experi-
ences. In short, these spatio-temporal patterns showed many features of what would be
expected in a neural representation of a qualic state. Perhaps the key idea here is that the
neural representation was not encoded in terms of spatially localized activity but as a
spatially distributed field. Freeman has gone on to develop his work to larger scales and
extend it into work with humans, and currently advocates what he refers to as a field
approach to understanding neo-cortical dynamics (Freeman 2005).

One recent theory, Gerald Edelman and Guilo Tononi’s ‘dynamic core hypothesis’, pro-
vides a thought-provoking synthesis of ideas about functional connectivity and the spa-
tio-temporal organization of information flow in the brain that makes an important
contribution to the study of consciousness (Tononi and Edelman 1998; Edelman and
Tononi 2000). As they point out, although functional connectivity between different
brain regions is often presumed to be a necessary prerequisite for the emergence of con-
sciousness, functional connectivity is not unique to conscious states and, consequently,
functional connectivity per se cannot be a neural correlate of consciousness. One of the
key aspects of our experience of consciousness is, as William James noted, that it is not a
thing but a process or stream that changes from moment to moment and in which each
conscious moment appears unified and coherent within itself yet is differentiated from
other conscious moments (James 1890). The dynamic core hypothesis is an attempt 
to account for this experience of consciousness by specifying the nature of functional
coordination between neural groupings that are needed for consciousness to emerge.
Specifically, the dynamic core hypothesis proposes that a group of neurons can con-
tribute to conscious experience only if it is a part of a functional cluster that achieves
high levels of integration in hundreds of milliseconds and can only sustain conscious
experience if this functional cluster is highly differentiated from other neurons. This
combination of high integration in the context of high differentiation is called neural
complexity. From the dynamic core hypothesis, conscious states can be distinguished
from non-conscious ones in that consciousness is associated with high levels of neural
complexity. One of the key advantages of the dynamic core hypothesis over competing
models is that the concept of neural complexity is explicitly mathematically defined and
can, in principle, be estimated using any measure of neural functional activation.
Consequently, the hypothesis is testable.

In an unpublished study Burgess, Gruzelier and Crawford performed a provocation
study with 12 participants who were highly susceptible and 11 participants who had low
susceptibility, and measured EEG in the resting state using a 28-channel EEG system.
It was our expectation that neural complexity would be lower in highly susceptible par-
ticipants than in those with low susceptibility following hypnotic induction. There were
no significant differences in neural complexity between the two groups of participants in
the pre-induction baseline but, as expected, following hypnotic induction, the highly sus-
ceptible individuals showed a significantly lower level of neural complexity than those
with low susceptibility in the theta frequency range. However, the highly susceptible 
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individuals also showed an increase in neural complexity at temporal sites for high fre-
quencies (beta and gamma). So although the predictions of the dynamic core hypothesis
were supported in part, the pattern of change in neural complexity was more complicated
than that anticipated by the theory.

The dynamic core hypothesis has been tested in other contexts too and although there
has been some support for it (Burgess et al. 2003; Branston et al. 2005), other studies have
failed to confirm its predictions (van Putten and Stam 2001; van Cappellen van Walsum 
et al. 2003). Overall, it seems that the dynamic core hypothesis in its original; format is not
correct but its emphasis on the spatio-temporal organization of patterns of functional
connectivity represents an important advance.

Although much recent interest has focused on gamma oscillations, there is no good
reason to suppose that these have a special or privileged role in hypnosis. Indeed the rela-
tionship between oscillations in different frequency ranges should also be considered.
There is good evidence, for example, from recordings in animals for a relationship
between the gamma and theta rhythms. In animals, bursts of gamma oscillations are
nested within the theta rhythm such that gamma occurs at the peaks of the theta cycle,
i.e. the theta rhythm, acts as a carrier wave for gamma oscillations. The reasons for this
are not well understood but it may be a way of improving the signal to noise ratio such
that the theta wave indicates when the information carried by the gamma oscillations
will be transmitted. Lisman (2005) claims this relationship is critical to encoding infor-
mation in the cortex and is the reason why our working memory capacity is 7 ± 2 items
as seven gamma oscillations will fit into the peak of a theta wave. Whether this specula-
tion is correct or not, there is certainly evidence of gamma/theta coordination in the
human EEG that has been associated with qualitatively distinct phenomenological states
(Burgess and Ali 2002).

To summarize, although there is no consensus as to how consciousness emerges from
activity in the central nervous system, certain features and processes are common to many
theories. These include the importance of cortical oscillations, the thalamo-cortical sys-
tem, functional connectivity and the spatio-temporal structure of the EEG. For these rea-
sons, it would seem prudent to focus on these phenomena in any attempt to determine if
and how hypnosis differs from the waking state.

11.4 The deep structure of the EEG
In this section, I shall start by examining the most commonly used techniques for the
analysis of cortical oscillations and explain why they are inadequate for the task. I shall
then go on to outline some new analytical tools that I believe have much to offer 
hypnosis researchers.

Most EEG studies rely on either spectral analysis using the Fourier transform or the
method of event-related potentials (ERPs). Fourier analysis is a powerful tool for determin-
ing the power in a time series within a defined frequency range, whereas ERPs capture the
average EEG response to an event (usually, the presentation of a stimulus or a response by
the participant). ERPs in particular have been an astonishingly fruitful tool for psycholo-
gists who have found the method extremely useful for testing between competing 
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psychological hypotheses. In contrast, ERP analysis has proved to be an infuriating and
frustrating tool for those who want to understand the physiological processes that under-
pin these psychological functions. In many, but by no means all cases, the functional 
significance of the ERP peaks and the neural sources that generate them still remain
obscure.

Perhaps the primary reason for this is that ERPs confound frequency, amplitude and
phase information. It is commonly believed that the ERP represents a means of extracting
an evoked signal from the background ‘noise’, i.e. the ongoing EEG. The idea is that aver-
aging the signal over many trials will ensure that the noise cancels out, leaving only the
evoked signal. Persuasive though this idea seems, it has long been known that, in some
cases at least, the ERP is not an evoked signal overlaid on the background EEG but is a
phase reorganization of the background EEG (Sayers et al. 1974). This being the case, then
measuring the peaks and troughs of the ERP is simply an indirect method of studying the
frequency-dependent phase changes that are the real source of the ERP3.

The primary problem with both these approaches, however, is that after more than 
50 years of neurophysiological hypnosis research (Ravitz 1950), there is still no resolu-
tion to the state–non-state debate and it must be doubted whether these methods will
ever decide the issue. I believe that the reason for this failure is that both Fourier analysis
and ERPs are looking at surface features of the EEG. The EEG is generated by a highly
complex neural system, and the more that we learn about it, the more it becomes clear
that it there are multifarious layers of deep structure in the signal (e.g. multiple, distrib-
uted correlated sources, operating across a broad range of frequencies) that we have no
access to using conventional methods of analysis. Of course, meta-states can be identified
on the basis of the surface structure of the EEG (cf. the stages of sleep) but, if any such
obvious marker of the hypnotic state existed, it would surely have been identified by now.
Consequently, the best hope for progress lies in adopting methods of analysis that permit
us to see past the surface structure of the EEG and which will allow us to probe the terra
incognito of the deep structure.

11.4.1 Source localization
The most obvious reason to probe the deep structure of the EEG is to try to identify the
anatomical locations that generate the EEG. Unfortunately, the ability to localize sources
accurately using the EEG is very limited because any given distribution of EEG across the
scalp could potentially have been generated by an infinite number of possible sources
within in the brain (i.e. the inverse problem). Although many different methods exist
that can estimate the location of sources, these are all based on simplifying assumptions
of one sort or another, and it is unknown how appropriate or realistic these may be
(Darvas et al. 2004).

ON THE CONTRIBUTION OF NEUROPHYSIOLOGY TO HYPNOSIS RESEARCH206

3 This may not be true in all cases but because of the way in which ERPs are calculated it is impossible to
disentangle the contributions of evoked signals and phase reorganization.



Of course, finding that a specific brain area is selectively and specifically either active or
silent during hypnosis would provide good evidence that hypnosis is a distinct meta-
state, but there seems to be no more reason to hope to find a ‘hypnosis centre’ than there
is find a ‘consciousness centre’. In each case, these states probably emerge from distrib-
uted activity throughout the thalamo-cortical system, and it would seem more fruitful to
examine the pattern of functional connectivity associated with the hypnotic state rather
than look for specific areas of localized activity.

11.4.2 Spatio-temporal decomposition of the EEG
An alternative approach to exploring the deep structure of the EEG is to apply statistical
methods, such as principal component analysis (PCA) and factor analysis (FA). These
methods take a multivariate data set such as the multichannel EEG and attempt to
decompose it into its fundamental elements, or factors. Although PCA and FA have a
proven track record in psychometrics, when applied to ERP data, simulation studies have
shown they often fail (Chapman and McCrary 1995). For this reason, PCA and FA have
little to offer us in the exploration of the deep structure of the EEG.

Recently, an alternative method of exploring the deep structure of the EEG has
attracted a good deal of attention: independent component analysis (ICA). ICA is a
method to solve the problem of blind source separation. In the case of EEG, the scalp-
recorded EEG is conceived to be the product of an unknown linear combination of sta-
tistically independent sources. Provided the number of EEG channels exceeds the
number of independent sources, then ICA will separate those sources and provide a spa-
tio-temporal decomposition of the signal. That is, ICA will reveal not only the topo-
graphical distribution of EEG that each source produces across the scalp but also its time
course. ICA does not, however, solve the inverse problem, and the topographical distri-
butions for each source should be treated with the same caution with regard to localiza-
tion as any other EEG map. A good example of ICA in use is provided by Makeig et al.
(2002) and more details of the method are available in Aapo et al. (2001).

There are some important limitations, however. One of these is that ICA will produce a
source for each electrode or sensor entered into the analysis and, for a single case, there is
no way to know which ones are important unless one has a clear a priori expectation
about either the topography or time course. For group data, the problem is less severe
because the critical sources can be identified because they are common to all or at least
many of the individuals in the sample. The second problem is that ICA assumes the
sources to be independent, which will not usually be true. However, this only becomes a
problem when the level of covariance is high and persists throughout the time period
examined. In fact, simulations show that ICA, unlike PCA, performs remarkably well
provided the number of sources is not too high and the data are not too noisy (Lin et al.
2003; James and Hesse 2005). Overall, ICA represents a major advance in EEG analysis
and provides a useful window onto the deep structure of the EEG, and as such should
prove a useful tool in hypnosis research.

In many ways, partial least squares (PLS) analysis is ideally suited for the analysis of
hypnosis provocation studies. PLS is a robust method for extracting spatio-temporal
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changes in a signal that are optimally related to the varying demands of an experimental
paradigm (McIntosh et al. 1996; Lobaugh et al. 2001). Unlike ICA, it is an explicitly sta-
tistical approach designed to be used with experimental data obtained from one or more
study groups. PLS produces latent variables that are associated with a specified propor-
tion of the total covariance between a multichannel signal and an experimental design,
comparable with the proportion of variance that can be attributed to the components
extracted in a PCA. Like the components in ICA, each latent variable is described in
terms of both the topographical distribution of EEG that it produces across the scalp and
also its time course. Again, like ICA, PLS does not solve the inverse problem, and the
inferences about the location of EEG sources on the basis of these topographies should
be made with caution. However, the overall statistical significance of each latent variable
can be determined as well as its significance at particular times and scalp locations.

One problem that may occur with PLS is that the latent variables extracted do not
always match onto the experimental design in a readily interpretable way. When this
occurs, it suggests that the experimental manipulation has not been successful, the effect
size is too small to produce reliable neurophysiological effects or the understanding of
the paradigm used is deficient. To overcome the problem of interpretability, a modified
version of PLS (non-rotated PLS) has been developed in which explicit hypotheses about
the relationship between the experimental design and the signal can be tested, and this
should prove useful for mature research areas where explicit theoretical models are available
(McIntosh and Lobaugh 2004).

In a recent simulation study, Lin et al. (2003) compared PCA, ICA and PLS in terms of
their ability to detect the latent structure in simulated event-related fMRI data. In gen-
eral, PLS performed somewhat better than either PCA or ICA, and was more robust to
the effects of a low signal to noise ratio. Although these simulations were designed
around event-related fMRI, they possessed the same four-dimensional structure 
(3D space and time) as EEG/ERP, and the results, therefore, are likely to generalize to the
electrophysiology case too.

Both ICA and PLS analyses are powerful tools to help us explore the deep structure of
the EEG, and both have an important role in hypnosis research. However, its explicit link
with experimental design, together with its superior robustness and relative ease of use,
makes PLS a particularly suitable instrument for use in EEG in provocation studies.

11.4.3 Functional connectivity
The role of cortical oscillations in functional connectivity and their relevance to con-
sciousness should by now be clear, but the way in which functional connectivity should
be measured remains uncertain. Although there are methods for measuring functional
connectivity based on fMRI and PET, they provide at best a very indirect means of assess-
ing cortical oscillatory activity and also have poor temporal resolution. The most com-
monly used EEG-based measure, coherence, also suffers from poor temporal resolution
but does provide an effective summary of the frequency-specific phase consistency
between two times series. As phase synchrony appears to be the means by which func-
tional connectivity is achieved in the cortex, this means that coherence should be ideally
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suited to the task in hand. Unfortunately, there are several problems with the traditional
coherence measure that limit its usefulness, including poor temporal resolution, volume
conduction and linearity.

Recent developments using autoregressive models make it possible to measure coher-
ence with much improved temporal resolution (Schack et al. 1999) and, even using
Granger causality, to determine the direction of information flow (see Pereda et al. 2005
for a comprehensive review). The problem of volume conduction is more fundamental,
however, and consequently more difficult to resolve. Volume conduction refers to the fact
that two or more spatially separate electrode sites may appear to be functionally con-
nected even though there is no flow of information between them. This can occur as 
a result of the poor spatial localization of the EEG in that both electrodes may reflect
activity from a single source.

When coherence is measured between electrodes, or sensors, it is referred to as a ‘sensor
space’ analysis and will typically overestimate the ‘true’ functional connectivity. The natu-
ral solution to this problem is to apply source localization methods to the EEG signal to
identify the specific brain regions that are generating the EEG signal prior to calculating
coherence, and this is referred to as a ‘source space’ analysis. Unfortunately, as noted
above, using source localization introduces additional simplifications and assumptions
that might not always be warranted.

Another approach to minimize the effects of volume conduction involves using latent
variables obtained from ICA or PLS analyses. These do not allow a true ‘source space’
analysis as the localization of the sources is not resolved, but it does permit the calcula-
tion of phase synchrony between latent variables which, in this context, might be thought
of as ‘virtual’ sources. It should be remembered, however, that both PLS and ICA make
assumptions about the nature of the covariance that exists between the latent variables
that are extracted, and this will have implications for the type of synchrony relationships
that can be observed using this approach.

Even if sources could be identified reliably, then it is by no means certain that measur-
ing the extent of functional connectivity between them would be sufficient. The reason
for this is that sources are typically identified by localizing an area of the brain where there
is a change in power between two or more experimental conditions of interest, but it is
quite possible for changes in functional connectivity to occur without any concurrent
power changes. Indeed, coherence and most other measures of functional connectivity are
independent of any changes that might have occurred in EEG power.

At present, the pros and con of ‘source space’ versus ‘sensor space’ analyses are finely bal-
anced and it would seem prudent to consider both avenues of research. In some cases,
there may be clear a priori predictions about the localization of EEG sources. For exam-
ple, the study by Egner et al. (2005) predicted changes in coherence between the dorsolat-
eral prefrontal cortex and the anterior cingulate following hypnotic induction. Although
they reported a change in coherence between electrodes at left and midline frontal scalp
sites (i.e. the sensor space), which they interpreted as being consistent with their hypoth-
esis, their evidence would have been more compelling had they found the same change in
coherence between the predicted anatomical locations instead (i.e. the source space).
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In many other cases, however, aspects of the deep structure of the EEG can be exam-
ined without recourse to anatomical hypotheses, and then localization and source space
analyses, with all the additional simplifications and assumptions they entail, might not
be the most productive way forward. Instead, the distinction between waking and hypno-
sis should be sought in some difference between the two in terms of the parameters that
govern the generation of the EEG in the two meta-states. For this purpose, analysis in the
sensor space may be more appropriate.

The concept of phase synchronization, which coherence is well suited to assess, only
makes sense in periodic, oscillatory systems. It does not, for example, address the possi-
bility of coordination across frequencies either between signals or within the same signal
such as the gamma/theta nesting noted above. Within-signal coordination across fre-
quencies has been most actively studied in the field of anaesthesiology. Bispectral analysis
is a Fourier-based method for examining the coupling between frequencies in different
ranges (i.e. bicoherence) at the same electrode site (Schanze and Eckhorn 1997). Like
coherence, bispectral analysis can be used to produce an index of coupling strength
but, unlike coherence which measures frequency-specific coupling between recording
sites, bicoherence examines the coupling between frequencies at the same recording
site. It has long been known that bicoherence can be used as an index of the level of
consciousness (Kearse et al. 1994), and anaesthetists wishing to ensure that their
patients are adequately anaesthetized are now able to use a commercially available sys-
tem in part based on this method called the Bispectral Index (BIS®). The BIS® is a
patented technology produced by Aspect Medical Systems that uses an algorithm that
relates the bicoherence in the EEG, the ratio of EEG power in the delta (1–4 Hz) and
beta (13–30 Hz) frequency ranges and the proportion of the EEG that is isoelectric 
(i.e. electrical silence) (March and Muir 2005). Although extensively used by anaesthe-
siologists, bispectral analysis has been relatively neglected in other areas of EEG
research but, because of its relevance to level of consciousness, there seems to be a 
natural role for this approach in hypnosis research.

More generally, signals can show dependency when they are neither oscillatory nor
periodic. This raises the concept of ‘generalized synchronicity’, which is said to exist
whenever the prediction of one signal is improved by knowledge of another. There are
several candidate measures of generalized synchronicity, but one that is robust and has
other good properties is the synchronization likelihood (SL) measure (Stam 2005). The SL,
based on well-founded methods from non-linear dynamics, can be thought of as a gen-
eralization of coherence that is sensitive not only to phase synchronization but also to
any form of dependency between signals. SL can also be calculated across time and sen-
sor channels with much greater flexibility than is possible using coherence. Its only
drawback in comparison with coherence is the greater computational time, but this is
not prohibitive in most contexts. Its use in EEG research has now been established, and
it is worth considering for use whenever a measure of functional connectivity is
required. Regardless of which measure of connectivity is used, the issue of volume con-
duction remains and the decision to study the ‘source’ or the ‘sensor’ space will still need
to be decided.
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Although measures of functional connectivity are likely to prove useful, it should not
be expected that hypnosis can be differentiated from the waking state either by the over-
all amount of synchronization or by the simple presence or absence of synchronization
between specific locali\ations. Instead, the difference should be sought in some more
fundamental characteristic of the pattern of connectivity in the two states. Tononi et al.’s
(1994) concept of ‘neural complexity’ provides one such example, but this is problematic
for a number of reasons. First, the theory from which the measure derives, the dynamic
core hypothesis, has received mixed support from the handful of empirical studies that
have been reported to date. Secondly, the calculation of neural complexity requires that
the mutual information between every possible bipartition of the system in question is
calculated. Even with relatively small set sizes, and set size here refers to the number of
electrodes or sensors, the number of bipartitions rapidly escalates and the calculation
becomes impractical.

An alternative approach involves studying the patterns of connectivity in EEG data in
terms of graph theory measures. This is a general approach to the study of networks that
has been applied in many other fields and which involves an analysis of the topological
pattern of connections observed. This approach has been responsible for the discovery of
‘small world’ networks (Watts and Strogatz 1998) in which most elements in a system
occur in clusters of intercommunicating nodes with a few sparse connections between
clusters. Small world networks can be contrasted with random networks and highly
structured networks. Random networks, so called because the elements in the system are
connected at random, show little clustering (i.e. have a low ‘cluster index’) but, on average,
each element can be connected with each other element through only a few intermediary
steps (i.e. have a low ‘characteristic path length’). Highly structured networks, in contrast,
typically show a highly clustered pattern of connections (i.e. high cluster index) and much
larger average distances between elements (i.e. high characteristic path length). Networks,
therefore, can be characterized by these two parameters, cluster index and characteristic
path length. The small world network, with its high cluster index and low characteristic
path length, shows a combination of the features of random and structured networks that
turns out to have a number of interesting properties.

Small world networks are commonly found in the natural world, and perhaps the most
familiar example comes from human social networks. Consider your own network 
of friends and colleagues. Most people you know will know other people you know 
(i.e. social networks cluster) but a few, typically an overseas friend or colleague, may be
known to you but few others in your core group. These long-distance links provide a
bridge between your cluster of associates and that of your overseas friend and, in this
way, it is claimed that everyone alive today can be connected to anyone else by no more
than six intermediaries (i.e. six degrees of separation). Networks with these properties
have the interesting property that most communication is local but communication
between clusters is very efficient. Anatomical studies have shown that the neuronal struc-
ture of the brain shows ‘small world’ properties (Sporns et al. 2000) and there is some
evidence that that is true in conscious states (Stam 2005). It is of note that systems with
small world properties, also show high neural complexity. To date, no one has measured
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these ‘small world’ properties in other meta-states but there is good reason to expect that
the pattern of connectivity will differ from that seen in the waking state, and it would
seem worthwhile also to investigate these properties in hypnotic states.

Another deep structure that has recently been reported is the pattern of alternating
synchronization and desynchronization that can be seen in the EEG. Far from being hap-
hazard, it appears that there are significant temporal correlations over all time scales. Stam
and De Bruin (2004) studied the time course of global synchrony measured using SL.
Temporal correlations were assessed using detrended fluctuation analysis (DFA), a robust
method for studying the correlation structure of a time series over a wide range of time
scales. DFA gives two important measures: the characteristic time scale and the gradient.
The characteristic time scale indicates whether there is any regularity in the cycle of
increases and decreases seen, whereas the gradient indicates the type of temporal 
correlation observed. If the gradient is 0.5, then the signal is uncorrelated; if it is >0.5 the
signal shows positive long-range correlations such that large amplitude fluctuations in
the time scale tend to be followed by large fluctuations, and vice versa; and if it is <0.5
then the correlations are negative. Gradient values of approximately 1 are of particular
interest as they are associated with 1/f noise and self-organized criticality (SOC) (Jensen
1998) which it is hypothesized indicates a near-optimal state for information processing.
Stam (2005) found that in humans during rest, there was no evidence of a characteristic
time scale in any of the frequency ranges studied, which means that there is no regular
pattern in the increases and decreases in global synchronization that were observed.
Furthermore, there was clear evidence of strong positive correlation across all time scales
for all frequency ranges, which in the case of the gamma and beta ranges had a value of 1,
indicating near-optimal information processing.

The importance of this is that DFA is able to reveal some of the deep structure in the
temporal pattern of the global synchronization in human EEG. In the waking state, the
pattern of long-range correlations and lack of a characteristic time scale are critically
poised, in some frequency ranges at least, to produce highly efficient information pro-
cessing. Given that other meta-states, including hypnosis, are associated with altered
information processing, they should also show differences in their long-range correla-
tions, and possibly their characteristic time scale. To date, these temporal characteristic of
the EEG have only been examined in the waking state, but it would seem worthwhile to
explore them in other meta-states and in hypnosis too.

11.4.4 Non-linear dynamics
The final approach to exploring the deep structure of the EEG that I shall mention is
non-linear dynamical analysis, sometimes referred to as ‘chaos theory’. A dynamic system
is any system that changes over time and whose evolution can be characterized by (1) its
current state and (2) the way in which it changes i.e. its dynamics. Some dynamic systems
settle down to a steady state, others settle into steady periodic motion, others show quasi-
periodic behaviour and others are chaotic. Chaotic systems are always non-linear and are
characterized by their sensitivity to initial conditions and their apparent unpredictability.
Sensitivity to initial conditions means that very small changes in the initial state of the
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system can rapidly have very large effects on the evolution of the system, which accounts
for their unpredictability. This dependence on initial conditions is often described as the
‘butterfly effect’ from the idea that even a tiny cause, such as the movement of a butterfly’s
wing, could affect the weather across the world.

Chaos theory emerged after a long gestation in the early 1980s with the realization that
apparently chaotic systems could be deterministic (although non-linear), inherently
unpredictable and very simple (i.e. low dimensional). Furthermore, it was discovered
that it was possible to take observations of a non-linear dynamical system and infer some
of its key characteristics, i.e. for the first time, apparently chaotic processes could be stud-
ied in a way that illuminated the processes that caused them. It is beyond the scope of
this chapter to cover this field in any detail, but the interested reader is referred to Stam
(2005) for an excellent review of its history, application to EEG and important recent
developments.

Non-linear dynamical analysis provides the tools to characterize many features of a
chaotic system, but perhaps the most important are the correlation dimension, D2,
Lyapunov exponents and entropy. D2 can be thought of as a measure of the degrees of
freedom, or complexity, of the system, but it should be noted that complexity in this
context is not the same as Tononi et al.’s (1994) ‘neural complexity’. Whereas D2 is a
static descriptor of a system, the Lyapunov components and entropy measures
describe the dynamics of the system. Lyapunov exponents (there is one for each
dimension of the system) characterize the degree of divergence of the system. Positive
exponents indicate that given the initial state of a system, its future states become less
and less predictable over time. In contrast, negative exponents indicate that the state
of a system becomes more predictable over time. All chaotic attractors have at least
one positive Lyapunov exponent and all continuous systems have at least one equal 
to 0. The entropy of the system indicates the rate of information loss in the system
over time (i.e. its overall predictability) and is obtained by summing the Lyapunov
exponents.

These methods have an obvious application to the EEG as the EEG shows features
that are often seen in chaotic systems; it is unpredictable and, although it never repeats
exactly, it shows periodicity such that similar states recur over and over again. From the
mid-1980s, non-linear analysis was applied to the EEG with enthusiasm. One of the
main hopes was that it would be possible to determine whether the EEG was essentially
random (i.e. stochastic) or chaotic (i.e. deterministic). At first, many claims were made
to have discovered that the EEG was chaotic but, with a few exceptions, e.g. epileptic
seizures (Babloyantz and Destexhe 1986) and slow wave sleep (Ferri et al. 1998), these
have not stood the test of time. It soon became clear that even if the waking EEG was
chaotic, it was certainly not low dimensional. This meant that the calculation of D2 and
the Lyapunov exponents required unfeasibly long noise-free EEG recordings.
Furthermore, using the standard approach to calculating D2 could give rise to spurious
findings of low dimensional chaos and was not reliable for dimensions >5. The result
was that the initial enthusiasm for non-linear analysis was soon doused in the cold
water of experience.
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The field is by no means dead, however and, due to a number of recent developments, is
experiencing something of a renaissance. One of the most important advances has been the
concept of generalized synchronization (see above) and the development of practical meth-
ods to measure it (e.g. the SL). Other developments have been in developing robust and
more readily computable alternatives to the classical means of calculating D2 and the
Lyapunov exponents. Just as important has been the adoption of surrogate data testing.
Surrogate data testing involves taking the observed time series and transforming it in such a
way that it has the same linear properties as the original (i.e. power spectrum and autocorre-
lation) but loses its non-linear structure. If there is evidence of ‘chaos’, then the estimates 
of D2 and the Lyapunov exponents calculated on the original data set should be significantly
different from those calculated from a sample of surrogate data sets. In this way, many of the
early claims of low dimensional chaos in the EEG were shown to be false.

Subsequently, the non-linear structure has been tested in different meta-states 
(waking, sleep, anaesthesia and coma). In the waking EEG, although there is evidence of
non-linearity, the system does not appear to be low dimensional. Furthermore, in the
waking EEG there is evidence for weak but significant non-linear coupling that is sensi-
tive to the cognitive state. In sleep, there is also evidence of non-linear structure and that
is strongest in stage 2 sleep (Ferri et al. 2002). Non-linear coupling has also been
observed in sleep and increases with depth of sleep. D2 has been shown to correlate with
anaesthetic depth, and other non-linear measures have been shown to discriminate
between alpha-coma and the waking state.

Overall, there is good preliminary evidence to suggest that various measurable indices
of non-linear dynamical systems in the human EEG vary between meta-states. To date,
however, hypnosis has not been studied in this way, at least not using up-to-date methods,
so it is not known whether this approach will prove fruitful in distinguishing hypnosis
from other meta-states. However, given that these non-linear indices do appear to reveal
something fundamental about the deep structure of the EEG and, given the sensitivity of
the EEG to different meta-states, this is surely an approach that should be applied in hyp-
nosis research.

In this section, I have put the case for a number of analytical methods that assess some
aspect of the deep structure of the EEG, which I believe have the potential to determine
whether hypnosis is a distinct meta-state or not. What may surprise some readers is that
most of these methods involve a mathematical abstraction derived from the system 
(e.g. the correlation dimension, D2) and do not relate directly to physiology. The reason
for this is that there remains a wide gap between what we can infer about the abstract
characteristics of the system that produces the EEG and what we know about the way in
which it is actually generated. In the next section, I suggest some ways in which that gap
can be narrowed.

11.5 The physiological origin of cortical oscillations
Although cortical oscillations have been studied ever since they were first discovered by
Richard Caton in 1875 (Brazier 1961), the relationship between the EEG and the under-
lying neurophysiology remains obscure. At the macro-scale, the EEG is the result of
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reciprocal connections between the cortex and the thalamus, and the thalamus and the
ARAS. At the cellular level, it is known that the major contribution to the EEG recorded
at the scalp comes from dendritic potentials of pyramidal neurons oriented perpendicu-
lar to the cortical surface. The neural networks involved have the capacity to synchronize
on a massive scale, and it is estimated that 6 cm2 of cortex is required to be synchro-
nously active for the resulting field to be detectable at the scalp (Cooper et al. 1965).
Oscillatory activity is the result of either the ‘pacemaker’ properties of some classes of cell
or an emergent property of the network of intercellular connections, or most probably a
combination of both.

In recent years, there has been a rapid development in our knowledge about how
oscillatory activity arises both from in vivo animal studies and more recently from
experiments on cortical or, more commonly, hippocampal slices maintained in vitro.
From studies of this type, the nesting of theta and gamma oscillations and, more
recently, the gamma–beta shift were first observed. These are potentially interesting as
they represent either a characteristic state of oscillatory activity or a transition between
states, and either might be useful in helping discriminate between meta-states. At pres-
ent, it is too early to know whether this approach has any direct relevance to the 
hypnotic meta-state or not, but this area of research offers perhaps the best hope of
finding a connection between the macro-scale patterns that we see in the EEG and its
underlying neurophysiology.

Although developments in electrophysiology at the cellular level offer hope for the
future, modelling oscillatory activity at a much larger scale may have more immediate
benefits. Recently a mathematical model of the generation of the EEG has been devel-
oped at the Brain Dynamics Centre in Sydney (Robinson et al. 2002) that provides an ele-
gant way of characterizing different EEG states and which, consequently, also maps
meta-states. The model, which I shall refer to as the Brain Dynamic Centre Model
(BDC), has been presented in a number of different forms and has developed over the
years, but the account given here is from Robinson et al. (2002, 2005). Although the
mathematical formalism of the model appears daunting and its implementation is com-
putationally challenging, its essence is conceptually straightforward. The model sets out
to show how thalamo-cortical interactions give rise to the EEG. The model consists of
three core elements: the cortex, the relay nuclei of the thalamus and the reticular nucleus
of the thalamus. In the model, the relay nuclei receive input from the external world,
excitatory input from the cortex and inhibitory input from the reticular nucleus. Their
outputs are excitatory and feed into the cortex and the reticular nucleus. The cortex
receives excitatory input from the relay nuclei and feeds back both inhibitory and excita-
tory outputs to itself. Excitatory output from the cortex also goes to the relay nuclei and
the reticular nucleus. The reticular nucleus receives excitatory input from both the cortex
and the relay nuclei. Each unit is modelled as a group of neurons each of whose output is
a non-linear function of its combined input. Timing is introduced into the model by
incorporating rise and decay times for the summation of the input to the cell body of the
neuron and by taking into account the transmission times between cortex and thalamus.
In this way, the generation of the EEG can be parsimoniously characterized by only 
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16 parameters, including values such as the maximum neuronal firing rate, the velocity
of transmission of the signals through the axons, and so on, all of which are based on 
physiologically realistic values.

The response of the model to an input stimulus can be easily measured and, by appro-
priate tuning of the model’s parameters, realistic EEG for different meta-states can be
readily produced. One of the most interesting findings of this model is that within the
frequency range of the EEG and with realistic model parameters, the output of the model
can be further simplified to a three-dimensional space where the dimensions represent
cortical, corticothalamic and thalamic stability. In this 3D space, there is a stable zone
where the model generates realistic EEG-like output and this is bounded by four unstable
zones that lead to a degenerate output. Within this stable zone, there are areas that pro-
duce EEG matching the waking state (both eyes open and eyes closed), sleep stages 1–4,
REM sleep, anaesthesia and coma. Furthermore, at least one of the unstable regions of
this 3D space appears to correspond to petit-mal seizures. In short, this model provides a
highly parsimonious characterization of several distinct meta-states using only three
parameters: cortical, corticothalamic and thalamic stability.

Not only can this model simulate wave forms and power spectra that mimic the EEG
seen in different meta-states, the model can be inverted too, i.e, it is possible to estimate the
parameter values that would be needed for the model to generate any empirically recorded
EEG power spectrum (Robinson et al. 2004). In this way, it has been possible to map EEG
collected in known meta-states onto the 3D space that defines the stable zone.
Consequently, any recorded EEG can, in principle, be defined in terms of three parameters
that define its position in the model’s parameter space and ultimately linked to the funda-
mental physiological processes on which the model is based. The application to hypnosis
should now be obvious. If hypnosis represents a distinct meta-state, then EEGs recorded
from both participants of high and low susceptibility should occupy the same region of the
stable zone, i.e. the region that represents the waking state. However, following hypnotic
induction, the EEG recorded from highly susceptible patients should move to a new region
of the 3D parameter space and one that is not occupied by any other meta-state.

In this way, the hypothesis that hypnosis is a distinct meta-state could be empirically
tested and the results might also produce some insight into how the hypnotic state differs
from the waking state. The outcome of such a study, however, would critically depend
upon the adequacy of the BDC model. Although the BDC model has many interesting
properties and parsimoniously accounts for a wide range of EEG phenomena, it remains
a highly simplified account of a very complex system and it may not characterize all fea-
tures of the EEG adequately. Notwithstanding this, using the BDC or similar models in
this way has the potential to provide important insights into the nature of hypnosis and
is very worthy of consideration.

11.6 Summary and conclusion
In this chapter I have argued that the evidence obtained from hypnosis provocation
studies that use neurophysiological measures does not conclusively resolve the
state–non-state debate. If hypnosis is a distinct meta-state, then it should be associated
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with (1) a distinct phenomenological experience or behaviour and (2) a neurophysio-
logical correlate that is always and only present in that state. After more than 50 years
of work, these criteria have not been met and there seems little reason to hope for any
imminent resolution of the question. However, progress can be made on this issue if we:

1. learn lessons from the most recent theories of consciousness many of which stress the
importance of cortical oscillations, the thalamo-cortical system, functional connectivity
and the spatio-temporal structure of the EEG

2. move away from conventional methods of signal analysis that measure surface fea-
tures of the EEG signal and adopt instead methods that permit us to explore the deep
structure instead

3. use physiologically plausible models that describe how the EEG is generated and see
how their parameters change during different meta-states and the EEG.
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Chapter 12

The experience of agency and hypnosis
from an evolutionary perspective

William J Ray

Psychology is just beginning to come to grips with the manner in which evolutionary
thinking can impact and shape our current conceptualizations of physiological processes.
This is somewhat surprising since Darwin suggested over 150 years ago that the theoretical
underpinning of psychology would come from evolutionary theory. However, the real-
ization of this possibility has been delayed partly from an infatuation with a potentially
simple scientific view that ignored internal processes and a metatheory that ignored bio-
logical foundations of human behaviour and experience. At the beginning of the twenty-
first century, we are again returning to a scientific exploration of internal process
including consciousness and the hypnotic experience. Such an approach draws from 
a variety of perspectives including cognitive and affective neuroscience, biology, human
ethology and genetics, as well as psychology. The current chaptr begins to assemble the
necessary perspective upon which to build a theory of internal experience which 
can offer insights in agency and hypnosis. Agency in this case refers to the experience that
I feel myself to have controlled or willed an action. I begin with evolution itself, then
consider genetic perspectives, and then possible animal models of hypnosis. At this point,
I examine current perspectives of the evolution of the brain and how this may inform our
understanding of the hypnotic experience. Finally, I look to human developmental
processes including our historical social environment and human attachment as a
potentially important mechanism. I conclude with noting the manner in which the
hypnotic experience may be an advantage for humans.

12.1 Evolution
The initial perspective was historically articulated by Charles Darwin in the 1800s and
emphasized variation as one of its key components. Darwin suggested that any variation,
however slight, that benefits an individual in his or her interactions with the environment
can predominate in future generations. The selection and preservation of such traits came
to be referred to as natural selection. In this sense, it is the environmental conditions in
which an organism lives that determines which organisms will survive and which traits
will be passed on to the next generation. The classic study for Darwin was the beaks of
the finches found on the Galápagos Islands (Darwin 1859; see Weiner 1994 for an
overview and scientific update). Within a small geographical area, beaks of 13 different



species range from long and thin to small thick hard ones. Long thin beaks would aid in
obtaining seeds or other food from between rocks, as in environments such as drought in
which foods were not readily available. Thicker beaks would have an advantage in environ-
ments of plenty in which nuts and other foods could develop hard shells. Overall, natural
selection comprises a number of steps. First, natural selection is focused on characteristics
that vary in a given species such as the physical size of the finch’s beak. Secondly, natural
selection focuses on those characteristics that help an organism to survive within the
context of its particular environment. Thirdly, an organism that survives can mate and thus
pass on these characteristics, whereas organisms that do not survive cannot. Thus, even
slight changes in the environment can influence characteristics of future generations. Such
changes will be passed on to future generations since those individual organisms without
these characteristics will not survive and thus not reproduce.

Darwin later extended the theory of natural selection to include sexual selection, or the
manner in which males and females chose a mate, which was described in The descent of
man (Darwin 1874). The Descent was divided into three parts: the first part expanded on
the theory of natural selection and more explicitly set out the case for the similarity
between humans and other animals; the second and third parts of the book examined
sexual selection in relation to animals (part II) and in relation to humans (part III).
Darwin notes that males and females differ not only in terms of organs of sexual repro-
duction but also in secondary sexual characteristics such as mammary glands for the
nourishment of infants in females and physical size in males. Sexual selection according
to Darwin depends on the success of certain individuals over others of the same sex. In a
somewhat complicated story, we now know that males compete against other males for
‘attractive’ females and that females compete among themselves for ‘attractive’ males.
This may lead to structures such as the peacock’s tail where females chose males with
larger and more colourful tails and thus passed that characteristic on to the next genera-
tion. However, some secondary sex characteristics such as the colour of the tail of the
peacock also supply additional information such as the health of the male. Thus, the
female by choosing a male with a large and colourful tail is also choosing one with better
health. Overall, sexual selection takes place both between and within males and females.
Characteristics that make one more attractive to a mate will be passed on to future gener-
ations. Thus, if female peahens like male peacocks with larger and more colourful tails
then, through mating, these characteristics will be passed on to future generations.
Within the same sex, characteristics such as strength or cunning that allow one to com-
pete and control reproduction will also have a greater chance of being passed on to future
generations since those without these characteristics will have less opportunity to mate.

Although Darwin emphasized natural selection and sexual selection, he also antici-
pated the third major instinctual process, that of social relationships. In the twentieth
century, major studies of ants, bees and other species pointed to a social instinct equally
as important as survival and sexuality. In relation to humans, Darwin saw our historical
arrangement of living in social groups as the basis for the evolution of cognitive develop-
ment, i.e. social groups lead to both cooperation and competition. In the sense that social
intelligence also contributes to survival and reproduction, then it becomes a force in the
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evolution of cognitive processes. Through this mechanism, the abilities of a species can
be increased. With these abilities, humans also changed aspects of their environment in a
variety of ways.

Bowlby (1969) reminds us that none of the environments in which we live today
conform to the environment in which a variety of human systems were developed.
Unlike other species, humans live in environments that are different in many respects
from those that shaped our early evolutionary history. Bowlby referred to the historical
environment in which humans experienced difficulties, found food, mated and raised
children, formed and lived with others in social groups as the ‘environment of evolution-
ary adaptedness.’ Often referred to as the EEA, it is this environment of evolutionary
adaptedness that we use to inform our considerations of our present-day behaviours and
experiences, especially in terms of survival value. Before continuing, let us overview this
environment.

The picture we have of our human ancestors begins more than 150 000 years ago in the
high grasslands and wooded slopes of Eastern Africa which today would be the countries
of Ethiopia, Kenya and Tanzania (Olson 2000). It is assumed that these humans looked
much like we look today. Early humans lived in a group and gathered nuts, fruits and
seeds. They obtained meat from hunting gazelles and rabbits as well as scavenging car-
casses of animals killed by other predators. Since hunting has been estimated to be
successful only 20 per cent of the time, gathering food was extremely important in supporting
life. Most reconstructions of this period suggest a division of labour, with females caring
for infants and gathering foods and males hunting but also involved in gathering.

Physiologically, Homo sapiens are characterized by a small pelvis area, a prominent
chin and a forehead which rises sharply. The brain size of modern humans is somewhere
around 1350 cm3. Evidence suggests that humans began to migrate out of Africa around
90 000 years ago, initially though the Middle East. Homo sapiens are associated with
sophisticated tool use. Beginning about 80 000 years ago, there is the appearance of bone
harpoon points. By 40 000 years ago, a wide variety of materials such as flint and bone
were used for tools such as needles and fishhooks. Also, clothing and art began to appear.
This included objects worn as decoration on their bodies. From a psychological stand-
point, symbolic behaviour is seen for the first time. A variety of art objects dating from
around 30 000 years ago have been discovered. In Germany, a series of animal figurines
from about 34 000 years ago were discovered. These included figures of a lion, panther,
bison, horse, wren and mammoth. Carved from ivory, they were discovered in the caves
of Vogelherd. In France, a series of cave paintings depicting a variety of animals dating
from 32 000 years ago were discovered. The exact meaning of the cave painting of this era
is unknown, although some scholars have suggested a religious significance. Based on
these types of behavioural changes, it is argued that the archeological record has changed
more in the last 40 000 years ago than it had in the previous million years (Klein 2000).
Compared with other human species, H. sapiens have modified their environments in
ways not seen previously and in a relatively short time. Some researchers speculate that
one aspect associated with these changes some 50 000 to 40 000 years ago was changes in
neural capacity that allowed for language and higher cognitive functions.
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12.2 Integration of evolution and genetics
A step toward the modern synthesis of evolution and genetics took place in 1937 with the
publication of Genetics and the origin of species by Theodosius Dobzhansky. Dobzhansky
had been interested in studying insects in the wild since his early years as a child. After
coming to America from Russia, he began studying fruit flies with Thomas Hunt Morgan
at Columbia and later at the California Institute of Technology. Morgan and his group
had shown spontaneous variation in genes in the laboratory fly. Dobzhansky was able to
integrate this work on genetic variation with the work of those who studied species in the
wild. One of his original questions had to do with the genetic variability that determines
the differences in populations of a species. In studying organisms both in the laboratory
and in the wild, it became clear that members of the same species can have different
genetic variations. It was not the case, as some thought at the time, that each member of
a species had an identical set of genes.

12.3 Genetics
There is a complex pathway between genes and behaviour which can be influenced by a
variety of factors. To begin with, a gene is simply a part of the total length of DNA which
tells the body how to manufacture particular proteins. Simplistic notions often ignore the
complex turning on and off of genes in relation to internal and external environmental
factors. Except for blood type, very few traits are displayed by genes without a complex
input and interaction with the environment. Striking examples exist in nature such as the
butterfly (Bicyclus anyana) which is brightly coloured if born in the rainy season, but grey if
born in the dry season. The advantage of this tight coupling with the environment is that it
offers a means of protection. Environmental couplings may also promote health and well-
being. With some disorders, simply changing the environmental conditions in terms of the
types of food a person eats can actually avoid the negative outcomes of a genetic disorder.
In considering the role of genetic and environmental factors in behaviour and experience,
we can recall Darwin’s reminder that ‘how infinitely complex and close-fitting are the
mutual relations of all organic beings to each other and to their physical conditions of life.’

12.4 Genetic influences on hypnosis
If hypnosis is influenced by genetic processes, we would expect to find that hypnotizabil-
ity would show stability across time in the same individual. This is indeed the case in that
high test–re-test correlations (r >0.70) have been observed for hypnotic susceptibility
measured over 10, 15 and even 25 years (Piccione et al. 1989). Furthermore, there is a
substantial correlation (r = 0.60) of different hypnotic susceptibility measures (Bowers
1983). Using such designs as twin studies, we should also be able compute the amount of
variance in hypnotizability related to genetic factors and that related to environmental
influences. Unfortunately, only a few studies have examined this question. However, the
initial two showed the heritability of susceptibility to be among the highest of any
psychological individual difference measure identified to date (Morgan et al. 1970;
Morgan 1973). These results are presented in Table 12.1.
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Table 12.1 Heritability of susceptibility

Study Morgan et al. (1970) Morgan (1973)

Monozygotic 0.63 0.52 0.54 male; 
twins 0.49 female

Dizygotic twis 0.08 same sex 0.04 different sex 0.18 same sex 0.15 different sex

Siblings 0.22 same sex 0.01 different sex 0.25 male; 0.10 different sex
0.19 female

These data were replicated in a dissertation by Robert Rawlings at the University of
New South Wales in 1977. These data from two different continents suggest that hypnotic
susceptibility varies among individuals and that the similarity in identical twins reflects a
strong genetic component. This is illustrated by the higher concordance between
monozygotic twins who share the same genetic structure as compared with dizygotic
twins who have only about 50 per cent common genetic structure. Given these results, it
is also clear that environmental influences play some role. The manner in which these
influences interact with each other are not well understood. Hilgard (1968), for example,
suggested that there was a critical period in development which helped to set future
hypnotic susceptibility limits which for him was not reversible. Overall, the available research
suggests a genetic component to hypnotic susceptibility. Given a genetic component, we
might expect to find similar processes or the predisposition to such processes in animals,
which we discuss in the next section.

12.5 Animal hypnosis
Looking at the hypnotic experience from an evolutionary perspective, we can ask if similar
processes are seen in non-human animals. The obvious question is what characteristics
of the human hypnotic experience would one seek in animal models? In 1646, an
Austrian monk published a detailed account describing how he had hypnotized a chicken
by holding its head on the ground and forcing the animal to fixate on a line drawn away
from its beak (Völgyesi 1966). From that time to the present, there have been a variety of
stories of how alligators, rabbits, chickens and other animals could be immobilized,
generally by rubbing or stroking the animal, although eye fatigue through fixation has also
been used. Pavlov (1927) describes the manner in which inducing hypnosis in animals
and humans utilizes similar mechanisms and its relationship to cortical inhibition. In the
second half of the twentieth century, a variety of studies examined the concept of animal
hypnosis (Gallup 1974), with some suggesting its value for understanding the hypnotic
experience in humans (Draper and Klemm 1967). A variety of animal hypnosis studies
suggest that in this condition the animals show an analgesia-like response to 
needle pricks and electric shock. Draper and Klemm (1967), using a conditioning
procedure in rabbits, suggest that the dominant feature of animal hypnosis is a discon-
nection of overt motor functions without conspicuous inhibition of sensory functions.
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Not unlike human hypnosis, immobilization in chickens has been characterized in three
stages: (1) vocalizations and continuously open eyes; (2) suppressed vocal behaviour and
eye flutters; and (3) eyes closed, occasional body twitches and lack of vocalizations
(Rovec and Luciano 1973). Research has shown that once tonic immobility is induced, it
remains for anywhere from 10 min in chickens to more than 8 h in lizards.

The nature of the immobilization response in animals is consistent with an action
pattern described by ethologists. The survival value of the immobilization response is typi-
cally seen in the context of predator/prey responses in that predators tend to be sensitive
to movement and without it they lose interest and become distracted, allowing the prey
to escape. This connection is also supported by the finding that placing a stuffed hawk in
the chicken’s presence increased the period of tonic immobility by a factor of 5 or 6.
Interestingly, human eye contact, as well as an artificial eye alone, could also prolong the
immobilization response in chickens (see Gallup 1974 for a review of this literature).
Overall, immobilization is both protective and related to dominance. This perspective
would suggest that the hypnotic experience in humans developed from survival mecha-
nisms which protected the organism. Whether the human hypnotic experience is related
to or grew out of this evolutionarily significant event is, of course, an open question,
although the development of more sophisticated neuroscience technologies is beginning
to allow for the mapping of these processes in both animals and humans. With new
technologies and better articulation of the evolution of brain processes, a research
programme devoted to the similarities and differences in animal and human hypnosis
could be achieved.

12.6 Evolution of the brain
Another perspective that can lead to evolutionary understanding of the hypnotic
experience is to look at the evolution of the brain. A number of studies have examined
the evolution of the brain across a variety of species (see Allman 2000 for an overview).
As we look to humans, it is not only the case that our brains have become relatively larger
but that this appears to be the result of our neocortex becoming larger (Striedter 2005).
What is particularly interesting is that the neocortex evolved a high level of direct access
to the motor neurons of the medulla and spinal cord. This allowed humans to have a
high degree of dexterity in our hands as well as control the muscles of our eyes, jaws, face,
tongue and vocal cords. Humans also have better control over their breathing than most
other species. The obvious advantage of this arrangement is the ability it gives humans to
produce vocal sounds as well as facial expressions. The enlargement of the frontal areas
in humans also gave us the ability to exert voluntary control over responses, rather than
just respond automatically to stimuli. Later in this chapter this will lead us to the ques-
tion of what gives you a sense of willing an action or agency in the sense that the action
was performed by you. To aid in the search for the underlying evolutionary mechanisms
of the hypnotic experience, we can note two important and related aspects of human
development. First, the complexity and plasticity of human beings are partly related to
our large brains. Secondly, another important aspect is our extended juvenile period in

THE EXPERIENCE OF AGENCY AND HYPNOSIS FROM AN EVOLUTIONARY PERSPECTIVE228



which we are born immature and continue to develop for the next 15–25 years. We now
turn to theoretical aspects of cortical development and processing that have informed
evolutionary perspectives.

12.7 Hughlings Jackson
In the 1800s, the neurologist John Hughlings Jackson began to examine the brain from a
developmental and evolutionary perspective (Jackson 1884). In the process of this
research, he suggested two principles based partly on evolutionary analysis. The first
principle is hierarchical integration through inhibitory control. By this he means that the
various levels of the brain, such as the brainstem, the limbic system and the neocortex,
are able to interact with each other. Further, the type of interaction from the higher levels
is that of restricting or inhibiting the lower levels. Current research has supported this by
showing many more inhibitory pathways going from the higher brain levels to the lower
brain structures than vice versa. A simple example of this is that when a human infant is
first born, she or he shows a variety of simple reflexes. One of these is the Babinski reflex.
If you take your finger and run it along an infant’s foot, the toes will curl up. As the infant
matures, the reflex disappears. If there is cortical damage at a later point in life, then this
reflex can reappear. Jackson assumed that the higher level structure which evolved later
than the reflexive ones serves the purpose of inhibiting and modulating these basic
reflexes. Jackson’s second principle is encephalization. This is the principle by which
special purpose control systems are taken over by a general purpose control system.
For example, lateral inhibition (the tendency for activity in one area of processing to
reduce activity in another area) takes place not only in the eye of birds but also in the
brain of humans. Thus, over evolutionary time, human brains have developed toward a
more general purpose processing system while still retaining special purpose systems.

12.8 Paul MacLean
Although more speculative, it may also be useful to consider the question of the evolu-
tionary substrate of hypnotic suggestion. In many ways, this question returns us to the
question of physiological mechanism, because the human brain’s cognitive mechanisms
are built upon circuits that cross the hierarchy of vertebrate neural architecture, including
not only telencephalic (cortex, amygdala, hippocampus, neostriatum) but diencephalic
(thalamus, hypothalmus) and mesencephalic (brainstem reticular system) levels.
Examining fossil records along with brains of a variety of organisms has suggested that our
current brain can be viewed as having the features of three basic evolutionary formations,
that of reptiles, that of early mammals and that of recent mammals (MacLean 1990).
MacLean’s formulation, which is referred to as the triune brain, suggests that through
rich interconnections our brains can process a variety of information in three somewhat
independent although not autonomous manners.

The first level is that of the reptilian brain, involving the brainstem and cerebellum,
that processes major life requirements such as breathing, temperature regulation and
sleep–wake cycles. The second level is that of the paleomammalian which is seen to
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involve the limbic system and its involvement in emotional processing. MacLean points
to three developments that took place evolutionarily in the transition from reptiles to
mammals. These are: (1) nursing in conjunction with maternal care; (2) audio-vocal
communication which maintained maternal–offspring contact; and (3) play. The third
level of the triune brain is that of neomammalian and is related to the neocortex and
thalamic structures. This level is generally associated with problem solving, executive
control and an orientation toward the external world with an emphasis on linguistic
functions. Although MacLean’s anatomical framework is highly schematic, and more
detailed analysis is required to understand exactly how mammalian self-regulation
achieved the advances in behavioural flexibility and social coordination, his approach has
been highly influential in emphasizing the integral social basis of the evolution of higher
levels of psychological function. Thinking in these terms, we would conclude that
processes such as a sense of control as well as conscious self-awareness and consciousness
would come late in evolution.

Considering hypnosis, I propose that our ability to model or imitate others has evolu-
tionarily preceded a fully developed sense of willed voluntary action. Current research
shows that watching another person perform an action results in the firing of motor neu-
rons similar to when performing the action for yourself (Gallese et al. 2004; Rizzolatti
and Craighero 2004; Brass and Heyes 2005). I would further suggest that hypnosis as a
process finds its evolutionary heritage in the interplay of the cortical and limbic levels.
By considering the multiple levels of corticolimbic networks, we can understand the
process of executive control from the perspective of not only conscious and linguistic
mechanisms that are the obvious medium of hypnotic suggestion, but the pre-conscious
formative processes that may be the critical mechanisms through which social influence
operates.

12.9 Hypnotic level of mechanisms
Building on the work of Hughlings Jackson and Paul MacLean, we can ask the question
as to the level of cortical processing that the hypnotic experience should be seen to
manifest. To help answer an initial part of this question, in our own laboratory we asked
if hypnosis could influence simple reflexive processes such as the startle response (Bjick
2001). The startle response is a predictable involuntary process involving a simple neural
circuit which cannot be suppressed by voluntary inhibition. Initially studied by Landis
and Hunt in 1939 as part of the overall response to surprise, it includes a bodily response
including rapid eye closure to stimuli such as a loud noise. What we found was consistent
with previous research which suggests that the amplitude of the startle response could be
influenced by the emotional state of the person. Increased startle responses would be
seen in negative emotional states and reduced ones in positive emotional states. Hypnosis
itself did not influence the startle amplitude or latency of highly susceptible individuals
differentially from those with low susceptibility. However, individuals with low suscepti-
bility did subjectively experience the startle stimulus as louder, as opposed to highly
susceptible individuals following a reduced hearing suggestion. What this suggests is that
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hypnosis does not influence basic reflexes themselves, the initial level of the MacLean tri-
une brain, but does influence higher level emotional responses.

Research with the hypnotic modulation of pain also supported the conclusion that
hypnosis does not influence basic reflexive processes. In this study, we used dense array
(129 electrodes) electroencephalographic (EEG) activity to study the pain response in
relation to hypnotic suggestion (Ray et al. 2002). As expected, individual of high and low
hypnotic susceptibility reported differential pain experience depending on hypnotic
suggestions. In terms of EEG evoked potentials, there are two evoked potential components
discussed in the literature in relation to pain. The first comes early in the evoked poten-
tial and relates to the sensory stimulus itself. The second comes later and relates to the
emotional reaction. Both of these are experienced in the first quarter of a second and are
not differentiated by individuals. What we found through factor analytic techniques was
that hypnotic instructions to reduce the experience of pain did not influence the initial
sensory processing in the brain. However, hypnotic suggestions greatly reduced the evoked
potential component occurring at around 250 ms in highly susceptible individuals,
which corresponds to the emotional experience of the person. These studies and others
suggest that the level of hypnotic influence does not take place at the level of MacLean’s
basic reptilian brain. The best candidate appears to be the emotional level and the related
limbic structures and their interaction with the higher cortical level.

12.10 Sense of agency
An important question in psychology has been what it means to perform voluntary
actions (see Maasen et al. 2003 for an overview). This question can be divided into a
number of subquestions from does one actually do anything volitionally, to what is the
process that produces the experience of an action as occurring with or without our self-
control. In terms of the first question, a variety of human actions, such as typing, driving
or even speaking, appear to be accomplished best without awareness or conscious direc-
tion. In terms of the experience of control, a variety of models have been directed at
understanding this experience. This aspect has been referred to as sense of agency.

From an evolutionary perspective, we would assume that innate reflexes represent the
most primitive responses. Such reflexes currently found in humans, such as moving your
leg when your knee is tapped or blinking your eyes in response to a loud sound, carry
with them no sense of agency. You can watch yourself make the response as if an observer
of the situation, but there is no sense of agency. The next level as studied by ethologists is
that of fixed action patterns such as egg rolling in geese or imprinting in ducks. Classical
and operant conditioning provide the next levels. Finally, the greatest sense of agency is
experienced in actions that one plans or wills, as William James would suggest. From an
evolutionary perspective, moving across these successive levels involves greater plasticity
and a decoupling of responses from rigid control by external stimuli. The question for
the present discussion is which of these levels best represents the hypnotic experience?

Taken from this perspective, the question may be less what is taken away in the hyp-
notic experience such that the person does not experience his or her own agency as what
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aspect of brain processing is added to give the experience of voluntary control outside
the hypnotic state? An analogy to the process is the experience of pain. Electrocortical
studies have shown that at least two separate components can be reflected in the evoked
potential of individuals experiencing painful stimulation. The first component is related
to sensory processing of the stimulus and the second to emotional processing of the stim-
ulus. When hypnotically susceptible individuals are instructed to reduce the experience of
the pain, the second evoked potential component is reduced but the first remains.
Applying this type of analysis to the sense of agency, an important question for future
research would be the manner in which making a movement is combined with the
person’s sense of making a movement in the brain. When you reach for a cup of coffee for
example, you probably would describe it as a planned action on your part. However, there
may be times that you reach for the coffee on your desk as you are trying to solve a mental
problem without careful planning. The expectation is that the movement component in
the brain would exist separately from the agency component. It is this separation of move-
ment and the experience of agency that is commonly experienced during hypnotic experi-
ence. The experience of movement of course would be more complicated than pain since
movement also has a preparatory component associated with the planning of movement.

Some researchers have suggested that the experience of goals is related to the sense of
agency. That is to say, actions performed without goals may lead to the experience of lack
of voluntary control. On first blush this would lead one to look to the frontal lobes of
the brain and their role in executive function as one focus for the experience of agency.
The prefrontal cortex is seen as the seat of preparation for action.

However, the orbitofrontal cortex with its close connections to the anterior cingulate
cortex (ACC) may play an important role in the hypnotic experience. Let us briefly
review these three structures, the prefrontal cortex, the orbitofrontal cortex and the ACC
(see Roth 2003 for an overview in relation to movement).

The prefrontal cortex as the name implies is located at the front of the brain and is
involved in the planning of actions. The dorsal part of the prefrontal cortex receives
information from the parietal cortex and is assumed to be involved in locating one’s body in
space as well as external objects. It is also involved in the planning and preparation for move-
ment including its temporal aspects. The lateral-ventral portion of the prefrontal cortex
receives information from the temporal lobes with its access to information concerning
auditory and visual perception. This area is thought to be involved in the comparison
and evaluation of events as well as preparations and decisions concerning actions.

Located below the prefrontal cortex is the orbitofrontal cortex which is considered part
of the limbic system and receives input from a variety of limbic structures including the
hippocampus and amygdala as well as parts of the thalamus. The orbitofrontal cortex
functions involve the motivational and emotional aspects of action. It appears to note if
there is reward or punishment related to particular behaviours.

One structure closely connected to the orbitofrontal cortex is the ACC. The cingulate
cortex was named because it forms a cingulum or collar around the corpus callosum and
forms the dorsal part of the limbic lobe originally described by Broca. In the 1930s, Papez
saw it as the area that interpreted emotional information coming from the hypothalamic
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region (Papez 1937). From an evolutionary developmental perspective, Papez saw the
cingulate cortex as part of an ancient system. Likewise, MacLean in his concept of the tri-
une brain suggested that brain development over the ages evolved in a series of three
concentric structures, with the cingulate coming later than the reptilian brain and thus a
part of the paleomammalian cortex (MacLean 1990). Allman et al. (2001) places it later
in evolutionary time and suggests that the ACC may be a specialization of the neocortex
rather than more primitive areas. Current research suggests that the ACC can be divided
into an anterior region related to affective processing and a posterior region related to
cognitive processing (see Bush et al. 2000 for an overview).

Overall, research has suggested that the ACC is involved in the type of executive func-
tion that allows one to drive down the street and ignore one set of signs while paying
attention to another (Awh and Gehring 1999). Current research with both EEG and
positron emission tomography (PET) studies suggests that within the ACC, the execution
and monitoring of a response can be separated from the monitoring of the context in
which the action is executed (Elliot and Dolan 1998; Luu and Tucker 2003). For example,
Elliot and Dolan found that the dorsal ACC was active when subjects generated a
hypothesis concerning what would be a correct response whereas the ventral ACC was
active when a choice was made. Others have suggested that dorsal–ventral differences
reflect cognitive versus emotional processes as well as executive versus evaluative (Bush et al.
2000). For example, stimulation of the central part produces intense fear or pleasure,
whereas stimulation of the dorsal part produces a sense of anticipation of movement.
Studying stroke patients with lesions of the anterior cingulate, Damasio and Van Hoesen
(1983) described one patient who reported that her mind was empty. This patient had a
remarkable recovery and knowledge of conversations which had taken place among
doctors even during the early stages of her recovery. However, when asked why she did
not reply, she reported that she had nothing to say and felt no will to reply to the
questions. Other lesion studies have reported a similar reduction in verbal responses and
spontaneous behaviour (Cohen et al. 1999).

The execution of voluntary action is a complex process which involves both cortical
and subcortical areas in the planning and execution of motor movements. On the sub-
cortical level, it is the basal ganglia that allow the action to be performed. It appears that
excitatory and inhibitory network potentials representing potential motor movements
are held in check through the basal ganglia. Structures in the basal ganglia use dopamine
as a triggering response which initiates one of many potential motor responses. Damage
to these areas, as with such pathophysiology as Parkinson’s disease, results in difficulty
initiating movement internally. One critical question is the manner in which the basal
ganglia initiate the movement response since they lack such inputs which will convey
cognitive, emotional or memory information. One possibility is the so-called limbic loop
which originates in the orbitofrontal and ACC and then projects through structures of
the basal ganglia and then back to the orbitofrontal and cingulate areas through the thal-
amus (see Roth 2003 for an overview).

In terms of hypnotic modulation of experience, the ACC is consistently shown to be an
area involved. In a series of PET studies, Rainville and his colleagues have shown that
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neural activity in the brainstem, thalamus and ACC contribute to the experience of being
hypnotized (Rainville et al. 1997, 1999a, b, 2002). In particular, the authors report
absorption-related changes in the more rostral regions of the ACC. In an earlier hypnotic
study involving painful stimuli, Rainville et al. (1997) found that activity in the ACC
closely paralleled subjective experience, and that it reflected the emotional component
(i.e. unpleasantness) but not the sensory component of the painful stimuli. The right
ACC has also been implicated in the hallucination, but not the imagining of external
stimuli in highly hypnotizable individuals (Szechtman et al. 1998).

A variety of studies have shown a connection between activity of the ACC and theta on
the scalp. Also, a solid relationship between electrocortical activity, hypnosis and hypno-
tizability exists in the EEG theta frequency range (see Crawford and Gruzelier 1992 for a
review; see also Chapter 9 for an alternative perspective). At this point, I can suggest that
EEG theta activity and the cingulate cortex are two important physiological mechanisms
which are active during the hypnotic experience. The basic hypothesis to be tested in
future research is that hypnosis operates by disconnecting or isolating the emotional
processing of the ACC from its cognitive and motor-related processes which results in a
lack of the experience of agency.

Although based on a single case study, it is tempting to speculate and note the similari-
ties between a patient with a lesion in the cingulate and an individual experiencing hyp-
nosis. In both cases, the individual reports a lack of desire to initiate activity although
completely aware of events in the external environment. If indeed hypnosis represents a
functional inhibition of normal cingulate functioning, then this would have a variety of
implications. First, hypnosis would represent a simpler and more primitive
cognitive/emotional/motor process than some theories have suggested. Secondly, theo-
ries which place an emphasis on higher level neocortical cognitive functioning as an
aspect of hypnosis would be inappropriate for understanding the basic phenomenon.
Thirdly, using tools such as imaging techniques including magnetoencephalography
(MEG) and EEG directed at reflecting cingulate activity or theta activity, it will now be
possible to begin to address many of the questions that have plagued the field or been
considered unanswerable.

12.11 Attachment and internalized self-regulation
We now turn to the development and ontogeny of the hypnotic experience. Are there
developmental processes that help explain the nature of hypnosis? In terms of hypnotiz-
ability, children show an increase in susceptibility until about 8–12 years of age and then
begin a decline through adolescence (Morgan and Hilgard 1973). This finding is in line
with Hughlings Jackson’s suggestion that during cortical development in adolescence and
early adulthood, inhibitory processes from higher cortical processes become expanded.
Consistent with the theoretical perspective is the idea that development processes
mediate the child’s sensitivity to social influence and these in turn are related to hypnotic
susceptibility. The complexity and plasticity of human beings are partly related to our large
brains. Also important is our extended juvenile period in which we are born immature and
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continue to develop for the next 15–25 years. In describing development, evolutionary
psychologists ask the question of what role evolved psychological mechanisms have
played in adapting infants and children to their physical and social environment (see Ellis
and Bjorklund 2005 for an overview). For example, human children spend a considerable
amount of their available energy in play. As we consider play, we can consider both how it
helps children in their current social, emotional, cognitive and physical development as
well as how it prepares them for future roles in society. Thus, this perspective helps us to
think about how adaptations of infants and children impact adult development. This is a
complicated question since it forces us to think about the interaction between adapta-
tions of childhood, their impact on adulthood and the manner in which these are passed
to the next generation. We begin with the manner in which children at different ages
relate to their environment. As we do this, we find ourselves constantly asking the
question of what factors underlie these interactions. In proposing answers to this ques-
tion, we find ourselves looking at the context of the situation on a variety of levels. These
levels may range from the genetic one to the larger cultural one, to even the larger
environmental level including weather and physical terrain. There is of course no one
answer but a complex interaction of factors involving multiple layers of analysis. However,
it might to useful to think of an infant as constantly giving itself experiences based on its
genetic programming and environmental situation. In this spirit, evolutionary psychology
has allowed us to make some predictions and test hypotheses which psychology without
an evolutionary perspective did not consider.

We begin by noting that motor behaviours, in terms of either performing an action or
an inability to perform, have traditionally played an important role in the hypnotic
process. At an elementary level, there are neural mechanisms that plan and monitor a
variety of actions. These mechanisms form the neurophysiological basis for what we
experience as voluntary control over behaviour. Throughout development, the child’s
self-regulatory mechanisms are closely tuned to social influence. Human infants
instinctually respond to parental communications. Such responses allow the infants to
incorporate parental regulatory influences to supplement their immature self-regulatory
capacities. The incorporation of parental control is integral to cognitive development,
such that internalized parental dialogues form a foundation for self-regulation through-
out life. The mind’s direction of behaviour is best understood not as a pristine and
powerful act of personal volition, but as an amalgam of urges and self-regulatory
algorithms, and one critical algorithm for self-control is private speech. We previously
approached the developmental question by proposing that hypnosis is achieved through
a diversion of the normal self-regulatory algorithm of internal speech, facilitated in large
part because this algorithm develops through internalization of what was initially an
overt parental dialogue (see Ray and Tucker 2003).

From this perspective, we noted that human infants are neotenous. Their development
is retarded, allowing an extensive period of social communication, over a decade or
more, to shape their developing brains (Tucker 1993). In the first year, the normal
human infant is not only highly responsive to social communication, exhibiting emo-
tions and communications that support the attachment process, but also fails to exhibit
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emotions such as hostility and negativism that may disrupt the parental bond (Mahler
1968). A similar delay of hostile displays is seen in rhesus monkeys, as described by Harlow
(1959) and also Suomi (2005), suggesting that the developmental progression facilitating
attachment may be a generic feature of primate social development. In the second year of
human development, the maturation of motor control and language acquisition are
accompanied by motivational substrates, including hostility and negativism that support
the child’s individuation and autonomy (Mahler 1968). For both these critical develop-
mental stages, the mechanisms of self-regulation are tightly coordinated with the mecha-
nisms of social influence. Recent theorists have emphasized that the parent’s control is
important to supplement the infant’s immature self-regulatory capacity (Rothbart and
Posner 1985). Because self- and social regulation inevitably diverge as causal influences
on behaviour, the coordination of dependence and independence is a key theme not only
for early development, but also for psychological organization throughout the life span.

In considering how hypnotic suggestion could become effective in controlling an indi-
vidual’s experience and behaviour, it may be important to consider early psychological
orientations, both those that facilitate the incorporation of social influences within self-
regulatory systems, and those that reject social influences in order to establish autonomy.
Effective hypnosis would seem to require a strong dominance of the incorporation
orientation over the rejection orientation. Whether this could inform research in
individual differences in hypnotic susceptibility would be an interesting question.

Although the early, pre-verbal motivational and cognitive orientation must be a critical
substrate for experience in a social context, the child’s capacity for verbal representation of
thought soon becomes an essential medium not only for social influence, but also for internal
control of behaviour. Developmental theorists have emphasized the self-regulatory functions
of the child’s own speech, which is often used overtly to organize behavioural plans in young
children, and then becomes internalized as a private guide for actions (Vygotsky 1934).

Although the explicit verbal form of private speech may be important as an organiza-
tion and memory device in the child’s behaviour planning, there also may be more
abstract social representational functions provided by private speech, in which the child
guides his or her actions by representing the viewpoint of the parent or other significant
figure as an observer of the behaviour. Freud’s (1940) formulation of the superego
emphasized the importance of incorporated parental viewpoints and directives as ele-
ments of the self. Later, object relations theorists came to understand that the early social
relation patterns, while they may result in parental introjects, are also fundamental to the
development of the ego itself (e.g. Horney 1945; Mahler 1968). Recent research on lan-
guage acquisition (Baldwin 1993) has converged with these traditional formulations in
an interesting way. The young child learns the meaning of words in large part through
careful attention to the perspective and intention of the parent. Although classical
approaches to language have long emphasized the need to represent the speaker’s inten-
tion in interpreting the utterance, it has only been recently that we have recognized that
forming a mental representation of the parent’s intention is an elementary process that is
formative in the development of verbal thought as early as the second year of life.
Research on representation of others’ mental states has also emphasized the importance
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of the cognitive representation of social perspective and the intention of others for the
development of the self. The normal volitional control of behaviour emerges out of these
elementary structures of self in social context. Although the complexities of social cogni-
tion remain poorly understood, we can expect that hypnotic control must be understood
in relation to the social influences that engage, at a primitive level, the mental representa-
tions that motivate, direct and monitor behavioural actions.

12.12 Evolutionary advantage of hypnosis
I now approach the question of what is the function and survival value of being able to
enter into the hypnotic experience, i.e. we ask the question of whether there is any sur-
vival value to those individuals who are able to enter a hypnotic experience as compared
with those who are not. We first must consider the possibility that there is no value to the
hypnotic experience and that it remains as an epiphenomenon that may have served a
purpose in the past but does not any longer. For example, human infants at birth will
close their fingers and toes around an object such as a rope tightly enough to allow them
to hold their own weight. Clearly this is not a task that human infants are required to do
in their environment. However, given that one of the best stimuli for eliciting the
response is a clump of hair, it may be that the response is related to the non-human
primate infant grasping his mother as she moves through the trees, which does have great
survival value. Thus, what has functional significant for non-human primates may have
little for human infants. However, the grasping reflex still exists in humans.

The alternative to considering hypnosis as a vestigial response is to examine areas in
which there is functional value. If we examine the data in terms of the current functional
value of hypnosis, we are drawn to such areas as pain management through hypnosis
(Holroyd 1996), modulation of the immune system through hypnosis (Kiecolt-Glaser et al.
2001), and its ability to enhance treatment effectiveness (Kirsch et al. 1995). A variety 
of studies including a special issue of the International Journal of Clinical and
Experimental Hypnosis (April 2000) have reviewed these areas and shown that hypnotic
procedures enhance cognitive behavioural treatments for a variety of problems. Given
that one meta-analysis (Kirsch et al. 1995) suggested that there existed few procedural
differences between the hypnotic and non-hypnotic treatments, one might conclude that
the positive benefits of hypnotic procedures lie with the individual and his or her suscep-
tibility to hypnotic procedures. Whether this susceptibility level can in turn result in a
greater level of adaptability or ability to produce offspring as would be suggested by evo-
lutionary fitness is an open question. However, the fact that hypnotizability is associated
with an ability to reduce the experience of pain, modulate the immune system and
achieve greater benefits of psychosocial therapies is of course of great functional signifi-
cance. On a larger scale, this would suggest that the hypnotic experience plays an impor-
tant role in the process of internal self-regulation involving the ACC and theta activity 
as described previously. Other chapters in this book lay out in more detail the manner 
in which these ideas may be related to absorption as well as internal self-regulation 
(see Chapters 8, 13 and 14).
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12.13 Summary and conclusion
There have been few articulations of how the hypnotic experience reflects evolutionary
pressures based on the adaptive history of human beings. In the present chapter, I have
begun to bring together a variety of perspectives that would inform such theoretical
speculation. The initial question of is there evidence for a genetic involvement in the
hypnotic experience was answered in the affirmative. The next unanswered question in
the genetic relationship to hypnosis is which genes turn on and off during the experience
and the environmental conditions that bring forth these processes. Utilizing the histori-
cal speculation of Hughlings Jackson and Paul MacLean, the chapter further suggested
that the hypnotic experience is not a process found at the earliest evolutionary structures
but rather one involved in the interface between the limbic and neocortical systems.
Specifically, the anatomical structure of the ACC with its close connections to the neo-
cortex appears to play an important role. ACC activity appears to be reflected in EEG
theta activity which has a strong association with hypnosis. One important hypothesis to
be tested is that hypnosis operates by disconnecting or isolating the emotional processing
of the ACC from its cognitive and motor-related processes which results in a lack of the
experience of agency. In terms of our evolutionary history, it is further suggested that hyp-
nosis may be related to the developmental concept of attachment and other human social
processes which may have helped to promote cohesion in the community. In terms of cur-
rent adaptive features, hypnotizability is associated with an ability to reduce the experience
of pain, to modulate the immune system and to achieve greater benefits of psychosocial
therapies. This would suggest that the hypnotic experience has its roots in processes which
initially evolved to protect the organism in a variety of both internal and external situations.
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Chapter 13

To see feelingly: emotion, motivation
and hypnosis

Erik Woody and Henry Szechtman

King Lear (to Gloucester, who has become blind): ‘Yet you see how this
world works’.
Gloucester: ‘I see it feelingly’.

(Shakespeare’s King Lear, Act IV, scene vi)

13.1 Behaviour and experience in hypnosis
In the late 1950s and early 1960s, Weitzenhoffer and Hilgard laid the foundation for
modern hypnosis research by devising standardized hypnosis scales. They modified the
earlier hypnosis scale of Friedlander and Sarbin (1938) by adding additional compara-
tively easy test suggestions, particularly direct motor suggestions, resulting in two alter-
nate forms, the Stanford Hypnotic Susceptibility Scales, Forms A and B (SHSS: A and
SHSS: B; Weitzenhoffer and Hilgard 1959). They then devised another hypnosis scale
with a better representation of relatively difficult suggestions, such as hallucinations and
age regression, resulting in the Stanford Hypnotic Susceptibility Scale, Form C (SHSS: C;
Weitzenhoffer and Hilgard 1962). The SHSS: C is now widely regarded as the gold
standard of hypnosis research (Woody and Barnier 1996).

Later developments in hypnosis scales have closely followed this pioneering work.
For example, the world’s most widely used hypnosis scale is the Harvard Group Scale 
of Hypnotic Susceptibility, Form A (HGSHS: A; Shor and Orne 1962), which is simply 
a group adaptation format of the SHSS: A. Similarly, the Waterloo–Stanford Group Scale
of Hypnotic Susceptibility, Form C (WSGC; Bowers 1993, 1998) reproduces the psycho-
metric properties of the SHSS: C in a group format.

To a considerable extent, these hypnosis scales provide a working operational defini-
tion of what a hypnotic response is. Thus, it is very interesting that the Stanford scales
and their kin measure hypnotic response purely in terms of the observable motor behav-
iours that may be elicited by the test suggestions. The hypnotist records these responses
in individually administered scales such as the SHSS: C, and the participants themselves
record them, taking the point of view of an objective observer, in group scales such as the
HGSHS: A. For each response, there is a dichotomous scoring criterion. To illustrate, for



the arm immobilization suggestion, the response is scored as a pass if the hand and arm
did not lift by at least 1 inch, and as a fail if they lifted by 1 inch or more. The underlying
assumption is clearly that overt behavioural responses, in and of themselves, provide a
valid index of true hypnotic response (Weitzenhoffer 1997).

However, it is important not to confuse what is readily measured with what is truly
essential. All these overt motor responses can be faked or simulated by people who are
not actually responding to hypnosis at all. Fortunately, there is evidence that hypnotic
subjects are generally not faking their responses (Kinnunen et al. 1994). Nonetheless, the
possibility of faking or simulating indicates that behavioural response alone cannot
adequately define the essence of a truly hypnotic response. Instead, the crucial effect of
hypnosis is not on observable behaviour per se, but on subjective experience. Orne
(1972) remarked that the ‘hallmark of the hypnotic phenomena … is the nature and
quality of the concomitant subjective events’ (p. 421).

The most widely recognized attempt to characterize the essential subjective experi-
ence in hypnosis is Weitzenhoffer’s (1980) notion of the ‘classic suggestion effect’.
He argued that a true hypnotic response necessarily involves an alteration in the sense of
agency, in which one’s own will or volition is not experienced as the origin of the
response. What the hypnotist suggests seems to happen of itself, extra-volitionally.
For example, if the hypnotist suggests that the subject’s arm is rigid, the truly hypnotic
response is the experience that one’s arm has become rigid on its own. In contrast,
the experience that one is purposely holding one’s arm stiff would not be a true
hypnotic response, even though it could be associated with the same objective behav-
iour. Thus, true hypnotic responses have an essential quality of involuntariness or 
non-volition.

Although this characterization fits motor suggestions quite well, it applies less well to
some hypnotic phenomena, such as hallucinations. For phenomena such as hallucina-
tions, the crucial subjective experience is the conviction of the reality of the suggested
state of affairs. Tellegen (1978/1979) argued that regardless of how vividly a perception is
imagined, it does not meet the minimal definition of a hypnotic response unless it is
experienced as real: ‘it is the act of positing something imagined as real that characterizes
a response as hypnotic rather than the content of the imagined event’ (p. 220). Similarly,
Kallio and Revonsuo (2003) maintained that a true hypnotic response is not ‘to imagine
some alternative state of affairs’, but instead ‘to believe that such a state of affairs is really
the case’ (p. 129).

In summary, although hypnotic suggestions can produce measurable changes in overt
behaviour, these overt behaviours alone do not define the essence of hypnosis. Instead,
certain subjective experiences are the crux of hypnosis. These experiences involve
changes in the sense of volition and the sense of reality.

13.2 Feelings of knowing
A number of theorists have pointed out that the senses of volition and of reality 
are feelings, i.e. they are irreducibly emotive in nature, rather than rationally inferential.
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For example, the philosopher Proust (2003) characterized the sense of volition 
as follows:

The impression of being or not being the agent in one’s actions is not inferred from what one
believes and desires. It is a genuine, direct feeling, experienced dynamically in the changing world,
a feeling functionally independent of the specific content of the corresponding intention (p. 317).

Likewise, William James (1890, p. 283) characterized the sense of reality as emotive
rather than rational: ‘In its inner nature, belief or the sense of reality, is a sort of feeling
more allied to the emotions than anything else’. In a similar vein, he noted the following:

The recesses of feeling … are the only places where we catch real fact in the making, and directly
perceive how events happen, and how work is actually done. Compared with this world of living
individualized feelings, the world of generalized objects which the intellect contemplates is with-
out solidity or life.

(James 1902/1977, p. 770)

In discussing the relevance of such felt experiences to hypnotic phenomena, Woody and
Szechtman (2000a, b) dubbed them ‘feelings of knowing’. In the cognitive literature, the term
‘feeling of knowing’ has most often been employed to refer to intuitions about one’s memory:
namely, the feeling that one knows some information even though at the moment one cannot
bring it to mind (e.g. Nelson et al. 1984). This basic distinction between the subjective convic-
tion of knowing and one’s objectively verifiable knowledge can be usefully extended to other
spheres of mental activity, including perception and action (Whittlesea 2002).

Although feelings of knowing can appear to be merely epiphenomenal, they actually
have extremely potent effects on behaviour (Woody and Szechtman 2002). For example,
Jaspers (1913/1963) pointed out that the emotive component of knowing has a some-
what concealed, yet crucial role in mental life, which becomes more frankly evident in
certain kinds of psychopathology:

Conceptual reality carries conviction only if a kind of presence is experienced. … Our attention gets
drawn to it because it can be disturbed pathologically and so we appreciate that it exists (pp. 93–94).

Imagine being faced by very clear external information, yet unable to produce a con-
viction of knowing. What would this be like? Rapoport (1989a, b) proposed that this is,
in fact, the predicament faced by suffers of obsessive–compulsive disorder (OCD).
She characterized OCD patients as follows:

The doorknob must be turned again and again; the light switched on and off, on and off. These
acts bring immediate information, yet it doesn’t get through. They can’t say, ‘Yes, I have checked
this out and now I know …’.

(Rapoport 1989b, p. 238)

That is, the perceptions of OCD patients are objectively sound, but do not generate the
normally accompanying conviction. The failure to generate this sense of conviction out-
weighs evidence before the senses that most people would find obvious and compelling.
In addition, it leads to repetition of the relevant thoughts and actions, which yield con-
viction only weakly and slowly. Accordingly, Rapoport suggested that OCD patients may
have a deficit in a feeling-based ability to know which we all normally take for granted.
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Building on the ideas of Rapoport (1989a, b) and Reed (1985), we have recently
hypothesized that the symptoms of OCD have what might be called an ‘epistemic’ basis,
involving a disturbance in subjective convictions about reality (Szechtman and Woody
2004; Woody and Szechtman 2005). For OCD sufferers, knowing objectively does not
translate into believing subjectively. For example, even though the compulsive hand
washer sees hands that look objectively clean, he or she cannot readily generate the sub-
jective conviction that they are truly clean, and so continues to wash.

Other psychopathological conditions, such as delusional misidentification syndromes
(Ellis et al. 1994; Halligan and Marshall 1996), also illustrate the powerful role that feel-
ings of knowing have on behaviour. The most fully studied of such syndromes is Capgras
delusion, in which the patient believes that a close relative has been replaced by an
identical-looking imposter. Such patients recognize that the objective characteristics of
the relative are correct, such as the face, tone of voice, and so forth; however, they fail to
experience the emotional ‘glow’ that they would normally feel in the presence of the
person (Ellis and Young 1990; Ramachandran and Blakeslee 1998). The lack of this
covert, felt response outweighs all the more objective evidence, leading to the delusional
belief that the person in front of them cannot possibly be the real person. Hence, in
Capgras delusion, as in OCD, the lack of feelings of knowing leads to far-reaching effects
on perception and behaviour.

There is a wide spectrum of delusional misidentification problems, and it has been
proposed that they lie along a continuum of disturbances of feelings of knowing (Sno
1994). At the opposite end from Capgras delusion, in which such feelings are lacking, are
conditions such as chronic déjà vu, in which people have a surfeit of feelings of knowing,
leading to the continuing delusion that events that are actually new have all happened
before (Moulin et al. 2005). An example is a man who, travelling in Europe for the first
time, complained that he had already been everywhere before (Kirkey 2006).

In summary, the foregoing psychopathological conditions demonstrate the consider-
able potency of feelings of knowing. At least some kinds of compulsions and delusions
appear to stem from disturbances in patients’ felt experiences. In addition, these felt
experiences are so primary that they overturn strong objective evidence, which such
patients may continue to process normally and accurately.

13.3 Hypnosis and feelings of knowing
In highly hypnotizable individuals, hypnotic suggestions produce changes in behaviour
that resemble the forgoing psychopathological conditions. Indeed, Kihlstrom (2006)
characterized hypnosis as involving two essential qualities: ‘involuntariness bordering on
compulsion’ and ‘conviction bordering on delusion’. Accordingly, we hypothesized that
because hypnosis alters feelings of knowing, such as the sense of volition and the sense of
reality, these feelings may be the mechanism by which hypnotic suggestions produce
classic hypnotic responses (Woody and Szechtman 2000a, b).

What initially led us to this hypothesis was consideration of the results of our 
positron emission tomography (PET) study of hypnotic auditory hallucinations
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(Szechtman et al. 1998). We designed this study to locate the brain regions involved in
discriminating whether an auditory event comes from the external world or not.
We found that, while hallucinating, highly hypnotizable participants showed elevated
regional cerebral blood flow (rCBF) in the right, rostral anterior cingulate (Brodmann
area 32). Compared with baseline, adjusted blood flow in this region during hallucina-
tion was as elevated as it was during hearing, whereas there was no elevation during
imagining. In addition, during hallucination, rCBF in this region correlated very strongly
with participants’ subjective ratings of externality (r = 0.95) and clarity (r = 0.85). Finally,
participants pre-screened as incapable of hypnotic hallucinations, when run under the
same conditions, showed no significant activation in this region. Thus, the right anterior
cingulate appeared to be critically implicated in the perception that an auditory event
originated in external reality.

The further question, then, was what activation of this particular brain region might
indicate about the underlying nature of hypnotic hallucinations. The anterior cingulate,
as part of the limbic system, is strongly involved in emotional experience and regulation,
especially the determination of the motivational significance of stimuli (Devinsky et al.
1995; Damasio 1997). This role suggested to us that the conviction of the reality of a sug-
gested state of affairs may require a crucial affect, or feeling of knowing. By creating such
a feeling, i.e. a felt conviction that something is out there in external reality, a hypnotic
suggestion would provide the core around which the subject could construct a percept
based on expectations, prior knowledge, and the like. Thus, hypnosis, via feelings of
knowing, would produce a dissociation between perceptual experience and reality
(Woody and Szechtman 2000a).

Recall our previous characterization of the OCD patient: despite sensory evidence
most people would find self-evident—such as washing one’s hands or checking a locked
door—the OCD patient remains subjectively unconvinced because he or she cannot gen-
erate the feeling of knowing. Although a dissociation between subjective conviction and
external reality characterizes both the OCD patient and the hypnotic hallucinator, the
circumstances of the two individuals are, in an important sense, opposites. For the OCD
patient, the external stimulus is present, yet the feeling of knowing is absent; for the hal-
lucinator, the external stimulus is absent, yet the feeling of knowing is present. The effect
of hypnotic suggestions in highly hypnotizable participants can be likened to other con-
ditions that may produce a surfeit of the feeling of knowing, such as the subjectively
insight-enhancing effects of marijuana (Tart 1970; Woody and Szechtman 2000a, 2002).

Further, we argued that, just as positive hallucinations may stem from a heightened
feeling of knowing, negative hallucinations could likewise be explained by a weakened
feeling of knowing (Woody and Szechtman 2000a). To illustrate, Spanos et al. (1989)
suggested to highly hypnotizable participants that they would see only a blank sheet of
paper, but then showed them a clear, large numeral eight. The participants who reported
seeing nothing were later pressed by a second experimenter, whereupon almost all could
guess the number correctly. Spanos (1991) interpreted this result as showing that when
hypnotic participants claim they see nothing, they are merely complying with the hypno-
tist and exaggerating dishonestly. However, this interpretation is inconsistent with other
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evidence showing that hypnotic subjects report truthfully about their subjective experi-
ences (Kinnunen et al. 1994). We proposed an alternative explanation in terms of the
hypnotic weakening of the feeling of knowing: ‘These subjects behaved in accordance
with not knowing what they knew; that is, they didn’t feel as if they knew’ (Woody and
Szechtman 2000a, p. 11). Accordingly, we posited that hypnosis may ‘provide particular
access to the experiential or emotional (rather than rational) underpinnings of mental
processes’ (p. 11; see also Brown and Oakley 1997).

In a similar vein, Kihlstrom (1994) attempted to specify which aspects of behaviour are
influenced by hypnosis and which are not. He argued that hypnosis affects ‘explicit’
forms of memory, perception and action, while preserving their ‘implicit’ forms.
For example, explicit memory refers to the conscious, intentionally directed recall of
events, whereas implicit memory refers to other behavioural changes stemming from
previous events, such as priming effects, which are independent of conscious recall.
Hypnotic suggestions for amnesia tend to disrupt explicit memory, while preserving
implicit memory (Kihlstrom and Hoyt 1990). Similarly, explicit perception refers to the
conscious perception of stimuli, whereas implicit perception refers to effects of exposure
to stimuli, such as priming effects, that do not depend on conscious detection (Kihlstrom
et al. 1992). Hypnotic suggestions tend to affect explicit perception while sparing implicit
perception. For example, in hypnotically suggested blindness, subjects avoid walking into
obstructions, such as a table, that they cannot consciously see. Likewise, hypnotic sugges-
tions for motor behaviours exert their effects on explicit forms of action, which are
consciously directed and volitional, rather than implicit forms, which are stimulus driven
and relatively automatic.

It is important to be clear about where feelings of knowing fit into this explicit versus
implicit distinction. Work by Ellis and Lewis (2001) on face recognition indicates that
feelings of knowing are an essential component of the explicit forms of behaviour, not
their implicit forms. Explicit perception, in Kihlstrom’s (1994) sense, appears to consist
of two parallel streams of processing, an overt–cognitive route and a covert–affective
route, which are subsequently integrated. In addition, evidence shows that the
covert–affective component (i.e. the feeling of knowing) is independent of implicit
perceptual phenomena such as priming effects. Thus, this work suggests that explicit
perception, as discussed by Kihlstrom, can be fractionated into an overt, cognitive
component and a covert, affective component; in addition, the covert, affective
component (feeling of knowing) appears to be distinct from implicit perception.

In summary, our core hypothesis is that hypnotic suggestions exert their effects by
altering the covert, affective components of behaviour, which we broadly label as ‘feelings
of knowing’. The next step is to address how a suitable neural model could be derived
from this hypothesis.

13.4 Approach to deriving a neural model of hypnosis
Like neural models of behaviour in general, so too models of hypnosis must be consti-
tuted from known functional neuroanatomical systems—after all, hypnotic phenomena
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must be mediated by the same brain that mediates all of behaviour. This neuroscience
logic forces two immediate issues that must be addressed as a prerequisite for model
construction. The first issue relates to our hypothesis that hypnosis works indirectly by
altering the ‘feeling of knowing’ associated with perception or performance of motor acts
rather than by a direct influence on mechanisms of perception, reasoning or motor per-
formance. The necessary question that such a foundational hypothesis raises is this: what
are the naturally occurring conditions where feeling states dominate over information
provided by other sensory inputs or sources of information? In other words, is the nor-
mal brain so constructed that under particular circumstances the output of the system
mediating feelings has precedence in guiding behaviour over outputs from other sensory
and motor systems, even when those other sources of information contradict the feeling
information? A positive answer to this question leads immediately to the second issue,
namely what is it about hypnosis that brings about those particular circumstances where
behaviour is guided by feelings? Answers to these questions are considered below and
form the conceptual basis of the proposed neural model of hypnotic phenomena as
resulting from alterations in the feeling of knowing.

13.5 When feelings are enough
An evolutionary perspective on brain and behaviour highlights the hierarchical nature of
nervous system organization, with different neural systems specialized for distinct modes
of processing and responding to changes in the external environmental and internal
milieu. Although there are various proposals regarding the actual details of this organiza-
tion, all share the notion of a gradient in the complexity of neural systems and their
function. At one end of the gradient are neural circuits that mediate reflex actions, which
are relatively rapid and inborn responses to particular types of stimuli. Such circuits are
generally genetically determined (i.e. the organism is born with the circuit pre-wired to
detect particular stimuli and produce a stereotyped response); have simple wiring
composed of relatively few connections (synapses); and are under immediate control of
the appropriate environmental stimuli. At the other extreme are circuits that mediate
processes such as language, evaluation of alternatives, decision making, planning,
reasoning, abstract thoughts, and the like. Such circuits require extensive learning and
practice for optimum performance; have complicated neural wiring specialized to inte-
grate and perform complex calculations on diverse inputs; and even though very open to
modulation by learning and experience they are not subject to immediate control by
environmental stimuli as they lack pre-set connections with sensory and motor systems.
Between the two extremes lie circuits of varying complexity having various combinations
of dependence on genetics and the environment for their establishment, various
amounts of selectivity for the type of stimuli they process and diversity of motor outputs
they generate, and variously subject to control by immediate changes in the environment
or internal milieu. Circuits of feelings fall within this intermediate layer of nervous sys-
tem organization as they integrate interoceptive and exteroceptive inputs and control
internal bodily processes that are the substrates of feelings; these circuits mediate various
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survival-related motivations and a range of affective responses to a multitude of external
and internal events (Panksepp 1998).

Comparative neuroanatomy and evolutionary theory suggest that the various circuits
have a rough anatomical localization according to the degree of complexity and function.
Circuits mediating most complex functions are localized predominantly in the neocor-
tex. The neocortex forms the outermost part of the forebrain and constitutes the bulk of
it; the forebrain as a whole underwent the greatest expansion along an evolutionary scale
and compromises nearly 85 per cent of the human central nervous system by volume as
compared with about 45 per cent in the rat (Swanson 1995). At the other end, circuits
mediating simple reflexes, chains of reflexes, as well as complex automatisms and species-
typical motor acts, are confined predominantly to an area that forms the central core of
the central nervous system and includes the spinal cord and the medulla, parts of the
midbrain, diencephalon and basal ganglia (Ploog 2003). Circuits mediating motivated
behaviours and emotions are located in the middle layer, comprising the limbic system
(MacLean 1952). These rough localizations and functional divisions are embodied in the
concept of the triune brain elaborated by MacLean (Lambert 2003; Ploog 2003).

While under normal circumstances all parts of the nervous system work in concert, the
activity of one or the other system may occasionally predominate. For instance, in partic-
ular conditions such as sudden perturbation of postural stability, reflex systems will
engage first and provide rapid corrective actions. Because perturbations of equilibrium
may signal external threats to the organism, a suitable motivational system may be
engaged next, thereby heightening perceptual mechanisms for danger cues and facilitat-
ing activation of appropriate species-typical motor behaviours. Neocortical systems
would come into play last—these systems would be engaged for a comprehensive
appraisal of the situation in light of past experiences and if needed to elaborate a plan of
action that extends beyond the immediate situation (Shuren and Grafman 2002).

The activity of the limbic and neocortical systems is normally mutually interactive;
however, there may be conditions under which the balance between the two systems is
shifted toward one or the other. Conditions of high motivational significance tend to
shift the balance toward the limbic system at the expense of neocortical processes. From
an evolutionary perspective, the limbic system contains systems that are hard wired and
specially tuned to the processing of survival-related events so that processing is fast and
requires fewer resources, although at the cost of reduced flexibility. In addition, strong
motivational states are associated with changes in neurotransmitters and hormones that
reduce the contribution of the prefrontal cortex in processing information (Arnsten
1998; Seamans and Yang 2004; Arnsten and Li 2005; Robbins 2005; Floresco and Magyar
2006). In such states, behaviour is principally guided by the immediate situation and
evoked feelings, at the expense of higher level goals and flexible use of prior knowledge.

13.6 The emotive nature of hypnosis
Our contention is that the hypnotic circumstance engages a particular motivational sys-
tem of great importance. This is the system that manages the dominance hierarchy that
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characterizes organized mammalian societies (Wilson 1975). As Wilson (1999) has
pointed out,

Countless studies of animal species … have shown that membership in dominance order pays off
in survival … not just for the dominant individuals, but for the subordinates as well. … It would
be surprising to find out that modern humans had managed to erase the old mammalian means of
distributing power. All the evidence suggests that they have not. True to their primate heritage,
people are easily seduced by confident, charismatic leaders (pp. 283–284).

From this vantage point, the position of the hypnotic subject is essentially that of a sub-
ordinate in a social hierarchy, with the hypnotist assuming the role of the dominant indi-
vidual. The crucial motivationally driven processes elicited by this subordinate position
include suppression of one’s own will in favour of the will of the dominant individual.

Jaynes (1976) characterized hypnosis in this way. First, he observed the close link
between hearing and obedience: ‘To hear is actually a kind of obedience. Indeed, both
words come from the same root and therefore were probably the same word originally’
(p. 97). Next, he noted that a key aspect of a hypnotic induction is a narrowing of con-
sciousness in which the hypnotist confines the subject’s attention to only the hypnotist’s
voice and thereby suppresses internal narrating that denotes the sense of self. Finally, he
referred to the ‘archaic authorization’ (p. 393) that the hypnotist offers the subject, in
which the hypnotist assumes the position of a powerful authority figure. Indeed, Nash
and Spinler (1989) verified that many hypnotic subjects experience the hypnotist as a
larger-than-life figure, an experience Shor (1962) labelled ‘archaic involvement’.

In a review of research on consciousness, Banks and Farber (2002) criticized current
theories of hypnosis for not addressing the mechanism by which the hypnotist acquires
control over hypnotically susceptible individuals. Their proposal for this mechanism is
highly congruent with the point of view advanced here:

We suggest that the mechanism may lie in a receptivity to control by others that is part of our
nature as social animals. By this account hypnotic techniques are shortcuts to manipulating—for a
brief time but with great force—the social levers and strings that are engaged by leaders, dema-
gogues, peers, and groups in many situations (p. 16).

In summary, we hypothesize that the hypnotic circumstance engages a system for
responding in a subordinate role to a dominant other. Under this motivational system,
which originated to coordinate a group under a dominant leader, the words of the hyp-
notist elicit immediate feelings that direct perception and behaviour. In addition, the
activation of this limbic-based system tends to suppresses prefrontal contributions to
information processing, such that the individual fails to question the state of affairs sug-
gested by the hypnotist’s words. The lack of normal critical perspective about the sugges-
tions of the hypnotist and their implications was labelled ‘trance logic’ by Orne (1959).

It is important to note that the social processes to which we are referring are
fundamentally different from both compliance and rational persuasion. In compliance,
individuals knowingly set aside their own views and wishes in temporary submission to
those of another person because of that person’s power or control over important out-
comes. In rational persuasion, individuals are won over to the views and wishes of
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another person on the basis of some cognitive recognition of the merits of those views.
In contrast, we posit that the motivational system engaged by hypnosis has the relatively
automatic effect of entraining group members’ perceptions and actions to the views and
wishes of a leader. In this way, the group can function as if it has a single, unified level of
executive control. From an evolutionary point of view, the capacity for such entrainment
had considerable survival value (Wilson 1975).

13.7 Model of hypnosis and the neurology of interoception
Our conception of hypnosis as mediated causally by alteration in feelings as opposed to
some higher order processes, such as, for instance, attention (Raz 2005), readily suggests
a rudimentary schema of the neuroanatomical territories involved and their functional
relation as depicted in Fig. 13.1. In a nutshell, the neuroanatomical embodiment of our
conceptual model corresponds to the major jobs performed by the neocortex and the
limbic system (critical analysis and affective processing, respectively) and stresses that by
some means the limbic mode of information processing becomes dominant in higly
hypnotizable subjects but not in those with a low susceptilility to hypnosis. In usual
everyday circumstances, sensory input, including spoken words, is processed in parallel
and interactively by neocortical and subcortical systems; nevertheless, neocortical
processing dominates over lower subcortical inputs as evidenced, for example, by
reduced limbic activity in conditions of high cognitive demand (Pochon et al. 2002).
According to our model, this is the situation that tends to characterize subjects with a low
susceptibility to hypnosis (see upper panel of Fig. 13.1): the neocortical route predominates,
ensuring critical scrutiny of the hypnotist words, a scrutiny that extends to behavioural
checking and hence failing the suggestion.

In contrast, in highly hypnotizable subjects, the limbic route is dominant because for
those subjects the hypnotic situation activates a motivational or highly charged affective
state (see lower panel of Fig. 13.1). With the limbic system thus primed, feeling states
become altered to agree with the intent of the hypnotist’s suggestions. Because the effect
of motivational/emotional activity is to reduce prefrontal cortex processing (Arnsten
1998; Seamans and Yang 2004; Arnsten and Li 2005; Robbins 2005; Floresco and Magyar
2006), critical analysis is minimized. Consequently, behaviour becomes controlled by
feelings with no active challenge afforded by neocortical processing.

We suggest that the motivational/affective state primed in the highly hypnotizable sub-
ject is one related to maintenance of social hierarchy and in particular to the appraisal and
maintenance of subordinate status in a dominant/subordinate relationship. A number of
studies have documented the involvement of the limbic system in the maintenance and
establishment of social hierarchy in animals (Ferris 1992; Korzan et al. 2000; Hardy et al.
2002; Summers et al. 2003). Although we do not know the factors that account for the
high but not the low hypnotizable subjects responding to the hypnotic situation in terms
of a dominant/subordinate relation, the model implies that their respective hypnotic sus-
ceptibilities might be reversed by a manipulation that reverses the appraisal of their social
status in the hypnotic situation.
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Although our neuroanatomical model of hypnosis is at present very global in specify-
ing its components, it should be amendable to refinement along the lines elaborated in
other contexts by others (Craig 2003; Price 2005). A most fruitful approach will no doubt
involve the network of autonomic afferent inputs to higher regions of the brain (including
the limbic system) conveying information about the physiological condition of the body—
the sense of interoception (Craig 2003). As Craig (2003, p. 3) noted, ‘Re-representation of
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Fig. 13.1 Model of response to hypnotic suggestions for individuals with low hypnotizability
(upper panel) and high hypnotizability (lower panel).



interoceptive … activity in the right anterior insula is associated with subjective feelings …
[providing] … the subjective image of the “material me”’. It is likely that auditory input
in the form of language and possibly other sounds has a powerful influence over insula
function, and the congruent feelings evoked by hypnotic suggestion are produced by
affecting neural processing in the insula.

13.8 Conclusions
In developing a comprehensive neural model of hypnosis, there are other issues of rele-
vance, which we have discussed elsewhere (Woody and McConkey 2003; Woody and
Szechtman 2003). Nonetheless, the foregoing initial sketch of a model advances several
themes that may be generative.

First, we believe that the emotive components in hypnosis merit greater study.
Hypnosis appears to manipulate covert affects, which we termed ‘feelings of knowing’.
Various psychopathological conditions show that changes in these affects have the capac-
ity to alter perception and behaviour profoundly.

Secondly, we believe that it is promising to conceptualize hypnosis as a circumstance
that captures some pre-existing mental system which evolved for handling particular
types of social behaviour. Our proposed candidate is the motivational system that
originated to coordinate a group under a dominant leader, entraining group members’
perceptions and actions to a leader’s behaviour. Because such social behaviour is vital to
the survival of almost all mammals that live in groups, it probably has universal
neurophysiological underpinnings. In essence, our argument is that the social conventions
of hypnosis tap into such a mental system somewhat inadvertently.

Thirdly, we believe that relating the characteristics of underlying mental systems to
core hypnotic phenomena will generate novel hypotheses for testing models. For exam-
ple, our proposed model attributes greater importance to the qualities of the hypnotist
and the nature of the hypnotist–subject interaction than most other theories of hypnosis
do. In the future, our ability to link hypnosis to social neurophysiological mechanisms
will undoubtedly benefit from developments in the rapidly developing discipline of
social cognitive neuroscience (Ochsner and Lieberman 2001; Blakemore et al. 2004).
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Chapter 14

States of absorption: in search 
of neurobiological foundations

Ulrich Ott

14.1 Tellegen’s Absorption Scale and related inventories
For many people, states of absorption are part of everyday live. When watching television
or reading a book, they become so engrossed in the presented story that they completely
forget their surroundings. The same can happen spontaneously, in the absence of
external stimulation, such as when daydreaming or when remembering past events.

14.1.1 Absorption scale
In 1974 Tellegen and Atkinson presented the Tellegen Absorption Scale (TAS) to assess
interindividual differences in the tendency to experience states of absorption. They
described absorption as ‘a disposition for having episodes of “total” attention that fully
engage one’s representational (i.e., perceptual, enactive, imaginative, and ideational)
resources’ and explained that absorbed attending was believed to ‘result in a heightened
sense of reality of the attentional object, imperviousness to distracting events, and an
altered sense of reality in general, including an empathically altered sense of self ’ (p. 268).

The TAS consists of 34 items that are answered using a true/false response format.
An English version utilizing a 5-point Likert scaled response format with improved
psychometric properties is also available (Jamieson 2005). To illustrate the range of
phenomena covered by the scale, the six factors revealed in an analysis by Tellegen (1992)
based on a data set of n = 2000 are described below with example items in parentheses:

1. Responsiveness to engaging stimuli. Intensive and emotional response to the beauty of
nature and art. (‘I can be deeply moved by a sunset’.)

2. Synaesthesia. Cross-modal associations. (‘Some music reminds me of pictures or
changing colour patterns’.)

3. Enhanced cognition. Extra-sensory perception and imaginational thinking. (‘I can
often somehow sense the presence of another person before I can actually see or hear
her/him’. ‘My thoughts often don’t occur as words but as visual images’.)

4. Oblivious/dissociative involvement. States of absorption during daydreaming, watch-
ing a film or listening to music. (‘While watching a film, a TV show, or a play, I may
become so involved that I may forget about myself and my surroundings and experience
the film as if it were real and as if I were taking part in it’.)



5. Vivid reminiscence. Past events are remembered vividly. (‘I can sometimes recollect
certain past experiences in my life with such clarity and vividness that it is like living
them again or almost so’.)

6. Enhanced awareness. Mystical peak experiences. (‘Sometimes I feel as if my mind
could envelop the whole world’.)

However, the high correlations found between the factors (oblique rotation) speak for
a general absorption dimension and discourage the use of subscales (Tellegen 1992).

A review by Roche and McConkey (1990) revealed that the absorption trait—measured
by the total score on all TAS items—is related to several other psychological constructs,
namely synaesthesia, daydreaming, imagery ability, imaginative involvement, fantasy
proneness, openness to experience and hypnotic susceptibility.

Tellegen and Atkinson (1974) originally reported a significant correlation between 
TAS scores and hypnotic susceptibility. However, research by Kirsch and Council (1992)
suggested that the true correlation dropped to about r = 0.1 when context effects were
controlled for. Yet, the concept of a personality trait that predicts hypnotic responding
has been attractive for many researchers in the field of hypnosis, and the TAS is probably
the scale most frequently applied to this end.

14.1.2 Self-transcendence scale
As will be shown in subsequent sections, only a few of the studies that utilized the TAS
were concerned with the biological foundations of personality. The very opposite is true
for research using Cloninger’s Temperament and Character Inventory (TCI; Cloninger 
et al. 1994). Together with its predecessor, the Tridimensional Personality Questionnaire
(TPQ), it is the most frequently applied psychometric instrument in molecular genetic
studies of personality (see Munafo et al. 2003; Reif and Lesch 2003). This predominance is
due to the fact that Cloningers’s psychobiological model connects the three temperament
dimensions assessed with the TPQ and the TCI (‘novelty seeking’, ‘harm avoidance’ and
‘reward dependence’) with different neurotransmitter systems (Cloninger et al. 1993).
The TCI contains ‘persistence’ as a fourth temperament dimension as well as three
character dimensions of ‘self-directedness’, ‘cooperativeness’ and ‘self-transcendence’.

Self-transcendence (TCI-ST) consists of the three following bipolar subscales
(Cloninger et al. 1994; example items in parentheses):

1. Creative self-forgetfulness vs. self-consciousness (ST1). Experiences of absorption.
(‘Often I become so involved in what I am doing that I forget where I am for a while’.)

2. Transpersonal identification versus personal identification (ST2). Experiences of mysti-
cal union. (‘I often feel a strong sense of unity with all the things around me’.)

3. Spiritual acceptance versus rational materialism (ST3). Paranormal experiences; belief
in spiritual forces and miracles. (‘I seem to have a “sixth sense” that sometimes allows
me to know what is going to happen’. ‘Sometimes I have felt my life was being
directed by a spiritual force greater than any human being’.)

It is obvious that these subscales of TCI-ST overlap considerably with the factors of the
TAS presented above. First, the self-forgetfulness (ST1) items are quite similar to those
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that constitute the TAS factor ‘oblivious/dissociative involvement’, stressing the intensive
focusing of attention, deep involvement, and disorientation in place and time. States of
mystical union, represented by transpersonal identification (ST2), are also mentioned in
several items of the sixth TAS factor. According to Tellegen and Atkinson (1974), they are
characteristic for absorption states because ‘objects of absorbed attention acquire an
importance and intimacy that are normally reserved for the self and may, therefore,
acquire a temporary self-like quality. These object identifications have mystical overtones.
And, indeed, one would expect high-absorption persons to have an affinity for mystical
experience …’ (p. 275). Finally, extra-sensory perceptions are part of the third subscale of
TCI-ST and also of the third TAS factor.

Recently, Laidlaw et al. (2005) reported a correlation of r = 0.64 (P <0.001; n = 80)
between the two scales. In two of our own screening studies, the German version of the
TAS (Ritz and Dahme, 1995) using a 5-point scale ranging from ‘does not apply’ to ‘does
fully apply’ was administered together with a questionnaire which contained 33 TCI-ST
items in German form (Cloninger et al. 1999). The correlation of r = 0.66 (P <0.001;
n = 195), found between the two scales, confirms the impression that many facets of
absorption and self-transcendence are quite similar. Therefore, in the following section,
findings on TCI-ST are also considered to be relevant for absorption.

14.1.3 Transliminality scale
Finally, the construct of ‘transliminality’ is worth mentioning because it is also highly
correlated with absorption (Thalbourne et al. 1997). Five items of the Transliminality
Scale (TS) were actually taken from the TAS, which had the highest loading of the nine
scales included in the factor analytic procedure used to build this scale (Thalbourne
1998). Other relevant domains spanned by the TS are mystical experience, paranormal
belief and experience, and magical thinking. Recently, a revised version of the TS with
improved psychometric properties has been presented (Lange et al. 2000) and hypotheses
regarding neurobiological correlates have been formulated (Thalbourne et al. 2001, 2003).

14.2 The disposition to become absorbed: genetic influences
Studies of heritability and molecular genetics have provided evidence in support of the
notion that individual differences in absorption can be linked to genetic differences at
birth. These studies suggest that a large proportion of the variance in this trait cannot be
explained by environmental influence, but is rather due to biological differences.

14.2.1 Studies on heritability
Finkel and McGue (1997) investigated the heredity of the traits included in Tellegen’s
Multidimensional Personality Questionnaire (MPQ) based on the data of n = 4300 twins
and relatives drawn from the Minnesota Twin-Family Registry. For the scale ‘absorption’,
they found a broad-sense heritability (additive genetic variance and dominance vari-
ance) of 0.26 for males and 0.44 for females. This sex difference in heritability reached
significance. In the review and meta-analysis by Bouchard (2003), no other study on the
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heredity of the absorption trait assessed with MPQ or TAS was mentioned. However,
absorption and self-transcendence were grouped together, in line with the broader
‘openness’ factor of the ‘Big Five’ (Costa and McCrae 1992).

For self-transcendence, several studies on heredity are available. Kirk et al. (1999) used
a subset of 15 items of the TCI-ST scale as a measure of spirituality in a sample of
n = 2733 older Australian twins and their relatives. The genetic factor for self-transcendence
was estimated as 0.37 for males and 0.41 for females. Ando et al. (2002) analysed the TCI
data of 296 young Japanese twin pairs (between 14 and 28 years old; 381 females,
211 males). They found self-transcendence to be the only character dimension that consti-
tuted a genetic factor, with an estimated heredity of 0.39. Further evidence for the relative
genetic independence of TCI-ST was provided by the twin study of Gillespie et al. (2003),
who administered the abbreviated TCI with 15 self-transcendence items to a sample of
2517 older Australians. Against expectations, the TCI-ST showed the highest genetic
effect of all seven dimensions, with an estimated heredity of 0.44, as well as proving to be
the character dimension with the lowest percentage of genetic variance explained by tem-
perament (only 10 per cent compared with 26 and 37 per cent for self-directedness and
cooperativeness, respectively).

Taken together, the reported findings of the heritability of absorption and self-
transcendence of about 40 per cent point to a biological foundation for the disposition to
enter states of absorption.

14.2.2 Molecular genetic association studies
Association studies can help to identify specific genes that contribute to the absorption
disposition. Typically, this approach is focused on genetic polymorphisms known to
influence certain neurotransmitter systems. By comparing subjects with different geno-
types, the impact on the trait under study can be estimated. However, significant results
require large samples because the effects rarely exceed 10 per cent of explained variance.

To date, the TAS has been used in two association studies. In a sample of n = 109
subjects, Lichtenberg et al. (2000) found no association between absorption and the
catechol-O-methyltransferase (COMT) polymorphism, which influences dopamine
metabolism. The COMT genotype also showed no main effect in the study by Ott et al.
(2005). However, based on the data of n = 336 subjects, a main effect of the T102C
polymorphism and an interaction between COMT and T102C was revealed. Subjects
with the T/T genotype, implying a stronger binding capacity of the 5-HT2a receptors, had
significantly higher TAS scores than those with the T/C or C/C genotypes of the T102C
polymorphism. This increase was higher in subjects with the VAL/VAL genotype of the
COMT polymorphism, which is related to higher catabolic enzyme activity and faster
inactivation of dopamine. Since the 5-HT2a receptors are known to be the target site of
hallucinogens such as LSD, the authors suggest that similar mechanisms may be involved
in naturally occurring and drug-induced hallucinations and mystical states (see also
Goodman 2002).

Molecular genetics studies using the TCI (e.g. Comings et al. 2000a, b; Kusumi et al.
2002; Golimbet et al. 2004; Ham et al. 2004) suffer from small sample sizes and have
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shown conflicting results that do not permit firm conclusions to be drawn. Methodological
refinements and promising candidate genes are discussed in the concluding section.

14.3 Physiological markers of high absorption
Recent findings suggest that absorption is related to a range of psychophysiological
markers and may play an important role in the psychobiology of self-regulation as well as
selective cortical inhibition and activation.

14.3.1 Differences in autonomic sensitivity
Zachariae et al. (2000) investigated the influence of hypnotic susceptibility and absorp-
tion on physiological responses to relaxation and to an acute stressor (electro-shock).
Only absorption scores were able significantly to predict changes in heart rate variability
(HRV) during the two experimental conditions. During induced stress, HRV in the low
and in the high frequency displayed a greater increase in subjects with higher absorption
scores. In another study by the same research group (Ehrnrooth et al. 2002), arithmetic
tasks and mild electric shocks were used to induce stress. High absorption subjects exhib-
ited significantly higher cortisol levels after the stressor than low absorption subjects,
supporting the finding that high absorption is associated with greater autonomic stress
reactivity.

Further evidence for a connection between the absorption trait and cardiovascular
responsiveness was provided by two studies that used rhythmic tilting to manipulate
HRV (Ott et al. 2002; Vaitl and Ott 2005). In the first study, in half of the n = 56 subjects,
different tilting protocols could be successfully used either to amplify or to dampen
respiratory sinus arrhythmia (RSA). A post hoc analysis revealed that responders had
significantly higher TAS scores. This finding was replicated and extended in the second
study, which included continuous blood pressure measurements. Again, the absorption
trait was found to be significantly correlated with cardiovascular parameters related to
baroreflex sensitivity (BRS). In another study by our group (Hempel and Ott 2006), no
correlation of TAS scores with BRS was present in a sample of n = 31 students before they
participated in a 10-week yoga training. Yet, after the training, the correlation reached
significance (r = 0.50, P = 0.003) due to stronger increases in BRS in subjects with higher
absorption scores.

In summary, the reviewed findings suggest an association between high absorption
and cardiovascular responsiveness to stress, baroreflex stimulation and yoga training.

14.3.2 Selective cortical inhibition and activation
Soon after the introduction of the absorption trait, Davidson et al. (1976 b) published an
electroencepholagraphic (EEG) study, which compared 10 high- and 10 low-scoring sub-
jects on the TAS. Subjects were asked to either attend to a flashing light or to a tapping
sensation on the forearm. When asked to count the flashes and taps to increase task
demand, the cortical activation patterns in these two conditions differed between the
groups. The group scoring high on the TAS displayed stronger inhibition in the occipital
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region when attending to the taps. According to the authors, this mode-specific patterning
of cortical activation is indicative of a more flexible attentional style in persons with a
high absorption capacity.

An EEG study by De Pascalis et al. (1989) points in the same direction. In this case,
subjects were asked vividly to imagine emotional experiences with positive or negative
valence. The 40 Hz EEG activity over the right and the left hemisphere was used as an
indicator for cortical activation. Only subjects with high absorption scores showed an
emotion-specific lateralization, with more 40 Hz EEG activity over the right hemisphere
when imagining negative experiences. This finding points to a stronger activation of the
right hemisphere which has been linked to the processing of negative emotions
(Davidson 1995).

14.4 States of absorption during hypnosis and meditation: 
new theories and findings
In contrast to the absorption trait, which can be measured and operationally defined 
by the administration of the absorption scale (Tellegen and Atkinson 1974), standards
for the definition and assessment of states of absorption have not been established 
thus far. The theoretical approaches of altered states of consciousness as well as the
empirical studies reviewed below emphasize the aspects of focused attention, relin-
quished self-control and reduced meta-cognitions. However, focused attention or
oblivious involvement is only one facet of the absorption trait, which also involves perceptual,
cognitive and affective changes in consciousness. This limitation has to be kept in mind,
if the degree of absorption is assessed by a single rating scale only (e.g. Rainville et al.
2002). Future research could profit from instruments that allow a more comprehensive
assessment of subjective experiences such as the Phenomenology of Consciousness
Inventory (PCI; see Pekala and Kumar, Chapter 10).

14.4.1 Altered states of consciousness
The definition of absorption by Tellegen and Atkinson (1974) cited in the first section
includes alterations in the experience of reality and self. Fundamental changes of this
type are a hallmark of altered states of consciousness (ASCs). Recently, several reviews
have addressed potential brain mechanisms involved in a variety of ASCs (Vollenweider
and Geyer 2001; Dietrich 2003; Vaitl et al. 2005).

The general hypothesis of Dietrich (2003) claims that changes in the functioning of the
prefrontal cortex (PFC) are critically involved in all kinds of ASC. While he stresses the
role of hypofrontality, i.e. reduced PFC activation, he also considers exceptions where
increased activity could be observed in certain areas of the PFC. Namely, sustained atten-
tion during concentrative meditation should be accompanied by an activation of the
attentional network of the PFC while other frontal functions could be selectively
disengaged, resulting in ‘a sense of timelessness, denial of self, little if any self-reflection
and analysis, little emotional content, little abstract thinking, no planning, and a sensation
of unity’ (p. 243).
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According to Dietrich, the hypnotic state is characterized by a similar pattern, with
focused attention and PFC activation on the one hand and inhibition of dorsolateral
PFC on the other hand, affecting cognitive functions ‘such as willed action, initiative,
critical self-reflection, memory accessibility, cognitive flexibility, and independent think-
ing and logic’ (p. 245).

This inhibition of monitoring and control functions of the PFC fits well with Tellegen’s
(1981) description of an ‘experiential set’ said to be characteristic for persons scoring
high on the absorption scale. The experiential set is defined as an effortless, non-striving,
and non-volitional attentional style opposed to the ‘instrumental set’ which is character-
ized by reality-orientated, effortful and goal-directed striving.

Critical, self-reflective cognitive facilities are typically reduced during states of absorp-
tion in hallucinating subjects, too. Vollenweider and Geyer (2001) point out the parallels
between hallucinogen-induced and acute psychotic states, which are both associated with
a pattern of hyperfrontality. Within their model of ASC, the distortion of thalamic filter-
ing leads to sensory overload and symptoms such as ego dissolution and de-realization.
Based on the analysis of target sites of hallucinogens and antipsychotic drugs, they
conclude that several interacting neurotransmitter systems are involved including the
serotonergic (5-HT2a) and dopaminergic system, which are also associated with the
absorption trait (see Section 2.2).

Thus, changes in PFC and thalamic functioning are considered to be crucial elements
of drug-induced and self-induced ASCs. States of absorption induced by psychological
procedures such as hypnosis and meditation have already been investigated in several
imaging studies. In the two following sections, the discovered patterns of brain activation
are reviewed.

14.4.2 Hypnosis
The idea that highly hypnotizable subjects are characterized in particular by an efficient
executive control system was propagated early on by Crawford (1994), who stressed the
importance of the ability to focus attention as well as to ignore irrelevant stimuli.
The sole imaging study to differentiate between states of relaxation and absorption
during hypnosis was done by Rainville et al. (2002). In this positron emission tomography
(PET) study, subjects were asked to rate their level of relaxation and absorption during
four PET scans before and after hypnotic induction. Increased absorption-related activity
was found in the anterior cingulate cortex, the thalamus and the upper pons, providing
‘very strong evidence that mental absorption is an experiential correlate of the activation
of the brain’s “executive attentional network” and suggests that this system plays a critical
role in the production of hypnotic states’ (p. 897).

The anterior cingulate cortex (ACC) is an important structure in the attentional net-
work for executive control described by Posner (Raz and Shapiro 2002). Differences in
ACC activation between subjects with low and high susceptibility have also been found
in a functional magnetic resonance imaging (fMRI) study by Egner et al. (2005).
Performing a Stroop task, highly susceptible subjects displayed significantly greater
conflict-related ACC activation under hypnosis than those with low susceptibility.
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This was taken as an indicator for decreased attentional efficiency but could also be inter-
preted as a compensatory mechanism since task demands required the highly susceptible
subjects to engage cognitive control functions typically suspended during hypnosis (see
description of Dietrich in the preceding section) and thus impeding hypnotic trance.
Interestingly, EEG gamma band coherence between left lateral and medial frontal cortex
was reduced in highly susceptible subjects under hypnosis. This finding of a decreased
functional coupling shows that hypnosis specifically affects the coordination of cognitive
control processes in the PFC as predicted by the dissociated control theory of Woody and
Bowers (Jamieson and Sheehan 2004).

14.4.3 Meditation
The first study to demonstrate a connection between meditation and the absorption trait
was conducted by Davidson et al. (1976a). The TAS was administered to three groups of
subjects with different meditation experience, and higher absorption scores were found in
the long-term practitioners. However, this cross-sectional study leaves the question open
as to whether the absorption capacity was actually enhanced by the meditation training or
if those with a low absorption trait simply dropped out early on in the training.

The first fMRI study on meditation was conducted by Lazar et al. (2000). Five practition-
ers of mantra-meditation were studied during meditation and a control condition (genera-
tion of a list of animals). During meditation, significant signal increases were found in
‘neural structures involved in attention (frontal and parietal cortex) and arousal/autonomic
control (pregenual anterior cingulate, amygdala, midbrain and hypothalamus)’ (p. 2).

Further imaging studies have been conducted since and their results have been sum-
marized in two recent review articles (Newberg and Iversen 2003; Cahn and Polich
2006). Although the great variety of meditation techniques is mirrored in heterogeneous
results, some overlap regarding activated brain areas could be delineated. The changes
during meditation described by Newberg and Iversen (2003) include an activation of the
prefrontal and cingulated cortex associated with volitional aspects of meditation, espe-
cially the will to focus attention. Other changes include a thalamic activation, reduced
activity in the posterior superior parietal lobule (associated with the representation of the
own body in three-dimensional space) and activations in structures regulating emotions
and the autonomic nervous system. Newberg and Iversen (2003) presented a model with
neural structures and neurotransmitters involved in meditative states. In commenting on
this model, Grant and Rainville (2005) argued that hypnosis could be conceived as a kind
of guided meditation due to the large degree of correspondence of subjective experiences
and physiological changes.

According to Cahn and Polich (2006), the ACC and dorsolateral PFC are the key struc-
tures for understanding the generation and neurophysiology of meditative states.
Attention-demanding tasks such as meditation and hypnosis would be associated with
frontal midline theta EEG activity and increased blood flow in the ACC. The authors
state that the increased activity in the ACC found in the majority of non-guided
meditation studies could be seen as ‘a marker of the increased attentional focus in
meditative states’.
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14.5 Future perspectives
Systematic, theory-guided research on the physiological correlates of absorption states is
scarce, despite their omnipresence in everyday life, hypnosis and meditation. Basic
research on attention has largely neglected receptive modes of sustained focused atten-
tion but rather concentrated on constructs such as vigilance and selective or divided
attention studied within the confines of stimulus–response paradigms. Natural states of
absorption occurring during reading or imagining require carefully designed settings that
allow subjects to forget their surroundings and to reduce meta-cognitions about partici-
pating in an experiment. In addition, the level of absorption is difficult to determine, since
complete involvement and lack of self-awareness are incompatible with concurrent
reports of the actual state. The same holds true for states of absorption induced by a hyp-
notic induction procedure or a meditation technique. For fMRI studies, the situation is
aggravated by the annoying scanner noise and the motionless supine position required.

14.5.1 Disposition-focused approach
In view of these constraints, it is necessary that research into states of absorption requires
careful selection of subjects, i.e. those who are able to become absorbed even in environ-
ments that are not optimal. In order to identify specific correlates of absorption, groups
with different absorption capacities could then be compared or control conditions could
be devised that include comparable stimulation but prevent absorption. Afterwards, as 
a manipulation check, the depth of absorption has to be assessed with instruments such
as the PCI (Pekala 1991), that provides a hypnoidal score which can be used to estimate
trance depth.

For a first screening of subjects, the absorption scale could be employed. However, little is
known about the predictive power of the TAS for the absorption realized in different con-
ducive conditions or induction procedures. In view of the rather low correlation with hyp-
notic susceptibility, it seems wise to use as a second criterion for the selection of subjects a
behavioural test which is similar to the procedure used later to induce a state of absorption.

Besides experimental studies of absorption states in extreme groups, correlation stud-
ies can be helpful to identify correlates of the absorption trait. Tellegen himself did not
develop hypotheses about neuronal correlates of absorption (personal communication,
22 May 2002). The findings reviewed above provide some evidence that this disposition
has neurobiological correlates ranging from genetic factors and neurotransmitters to
differences in cardiovascular regulation and the efficient task-related allocation of atten-
tional resources. However, the empirical basis is still thin, and most findings urgently
need replication. For instance, the early EEG study of Davidson et al. (1976b) described
above could easily be replicated and extended by applying modern imaging techniques
that allow a full investigation of the attention networks involved in the cortical inhibition
of the unattended modality.

Future molecular association studies should also include polymorphisms related 
to the 5-HT1a receptor that appears to be associated with self-transcendence (Borg et al.
2003; Lorenzi et al. 2005). Finally, the combination of genotyping and fMRI studies
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(Fossella et al. 2002) seems to hold promise in elucidating the role of attention networks
in absorption. Differences in the serotonergic system, especially the 5-HT2a receptor,
could also be responsible for the observed differences in cardiovascular regulation which
is strongly modulated by this receptor subtype (Raul 2003).

14.5.2 Training-focused approach
The study of the plasticity of the absorption capacity represents an interesting second
empirical approach. Concentrative, object-based meditation techniques can be concep-
tualized as mental training to cultivate the faculty of absorption (Ott 2003). In order to
avoid the ambiguity of cross-sectional, correlation studies (see Davidson et al. 1976a),
long-term studies should be undertaken in order to examine the extent to which
meditation practice enhances the ability to enter states of absorption, spontaneously as
well as voluntarily.

In combining repeated physiological measurements, administration of questionnaires
and tests probing the efficiency of attentional control, the relationships between brain
activity, subjective experience and performance could be determined. At the University of
California, Davis, a corresponding research project on the effects of an intensive meditation
retreat lasting for 1 year is in the advanced planning stage (Center for Mind and Brain n.d.).
fMRI could be used to study the brain structures engaged during focusing on the
meditation object and how activation patterns change in the course of skill development.
Morphometric analyses of anatomical high-resolution MRI volumes could also help to
identify structural changes caused by the intensive training (Draganski et al. 2004).

14.5.3 Self-regulation approach
Finally, recent methodological progress in EEG and especially fMRI technology has ren-
dered a third approach possible. Nowadays, presumed indicators of focused attention,
such as frontal midline theta EEG activity or haemodynamic activation of the ACC, can
be directly fed back to subjects. For EEG biofeedback, the time delay is less than a second;
for real-time fMRI, only a few seconds are required for measurement, computation and
display of a feedback signal (Weiskopf et al. 2003).

Research by Qualls and Sheehan (1981) suggests that for participants already high in
absorption, biofeedback can interfere with their degree of relaxation. Thus, caution is
needed in order to tailor the attentional demands of the biofeedback task and the feed-
back signal to the non-striving, receptive characteristics of the intended absorption state.

It has already been demonstrated that training with different EEG biofeedback training
protocols is able to influence cognitive functions (Vernon et al. 2003). A systematic com-
parison of subjective alterations that accompany successful sessions with distinct
biofeedback protocols could help to identify frequency bands and locations associated
with absorption states. The high-frequency gamma EEG band should also be taken into
account since it has been related to intensive concentration during meditation (Sheer
1984) and seems to be enhanced in subjects with long-standing meditation practice
(Lutz et al. 2004). The identification of feedback protocols effective in supporting
subjects in developing their absorption capacity could also be of clinical use, e.g. in the
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treatment of patients suffering from attention deficit disorder who are unable to ignore
distracting stimuli.

In summary, the findings reviewed above give an incomplete picture, like the scattered
pieces of a jigsaw-puzzle. At the same time, they provide clear evidence that absorption
has specific neurobiological foundations. The empirical approaches outlined here will
continue to build upon our knowledge of the neurochemistry and the brain dynamics
underlying both the trait and the state of absorption, and so perhaps further our ability
to utilize the brain’s capacity for extended self-regulation.
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Chapter 15

Time distortion, and the nature 
of hypnosis and consciousness

Peter LN Naish

15.1 Behaviour and experience
Of all the phenomena and claims that have been linked to hypnosis, such as pain control,
memory modification or even enhancement of the immune system (Gruzelier et al.
2002a), it may seem strange to focus upon something as obscure as its effect on timing.
In fact, among the alleged effects of hypnosis, time distortion seems to have a rather spe-
cial characteristic, making it valuable when trying to understand the nature of hypnosis
itself. Before I explain that characteristic, and describe the associated research, I will
begin by showing why research on the other phenomena (while valuable for other
reasons) may not be best placed to explain the nature of hypnosis.

It has seemed to me for a long time that a good case could be made for saying that
researchers should concentrate upon the perceptual, rather than behavioural aspects of
hypnosis (Naish 1986, 2005a). Thus, although the behaviour of hypnotized people may
sometimes appear strange (a characteristic encouraged by stage hypnotists), it can be 
re-interpreted as reasonable, when it is seen to be the result of strange experiences.
For example, a person may speak to an empty chair, but that is not unreasonable if they
see a friend sitting in it. Clearly, the phenomenon to investigate then becomes the false
perception, not the speaking.

Kalio and Revonsuo (2003) also concluded that perceptual phenomena were likely to
be the most profitable area to address, when trying to elucidate the nature of hypnosis.
They reached this conclusion by taking a ‘levels of explanation’ approach, showing that,
in principle, anything from the underpinning neural mechanisms to the facilitating
social context might be investigated. However, they concluded that the broad phenomena
of hypnosis would be best accounted for if the underlying perceptions were explained.
This paper was important, not just because it selected subjective experience as the correct
level to address, but also because it demonstrated the need to explain from the ‘level
below’. That is, hypnotic behaviour should be explained in terms of the underlying per-
ceptions, and not the overarching social mediators. It is recognized that there are strong
social influences in hypnotic responding, but so there are in many other situations: to
focus upon these influences is unlikely to reveal anything very informative about the
hypnotic process. Later in this chapter it will be seen that it is also profitable to dig a little
deeper, to explain the perceptions by looking for their possible neural correlates.



The preceding analysis contrasts rather starkly with the actual stance of many
researchers over the latter part of the twentieth century. Many (e.g. Barber 1969; Wagstaff
1981; Spanos 1986) produced accounts of hypnosis from a perspective that came to be
known as ‘socio-cognitive’. A principal element of this approach has been the demonstration
that, when put in a situation labelled ‘hypnotic’, people produce exactly the behaviour
that they were led to believe was hypnotic. Thus, there appears to be nothing in hypnotic
behaviour that is intrinsic to the process of being hypnotized; rather, people shape their
actions to meet whatever the hypnotist implies is expected of hypnotized people. I have
argued (Naish 2005b) that there is little to be gained in pursuing further experiments to
demonstrate this, since it is now clear beyond reasonable doubt that people who are sus-
ceptible to hypnosis will perform in very much the way they believe appropriate to the
hypnotic role. This should come as no surprise because, in the absence of suggestion or
implication, participants have no guidance as to how to behave. They simply 
remain rather passive until a suggestion has been received; then they can set about
producing the appropriate phenomena. Those may be observable behaviours but, far
more interestingly, they are likely to include unusual experiences.

15.2 Searching for a genuine experience
The problem with researching a participant’s experiences is a difficulty well known to
psychology: the data are subjective, hence hard to verify. In the past, some researchers
(e.g. Wagstaff 1981) have even considered it plausible that the subjective accounts were
simply fabrications, generated to comply with the obvious expectations of the hypnotist.
Many would dispute the likelihood of that, especially those in clinical practice, perhaps
having witnessed a subjective change that was unlikely to be fabricated, such as the
alleviation of previously intractable pain. Nevertheless, it is an explanation that must be
addressed if the topic is to be treated with scientific rigour. At first sight, the obvious
solution is to find an objective correlate of the experience, such as talking to an empty
chair. The problem with this is that, not only are we all capable of talking to empty chairs,
but we are also capable of acting out all the feats traditionally associated with being
hypnotized.

It was Orne (1979) who first demonstrated that people told to act as if hypnotized
could do so, without any training as to what that behaviour should entail: they simply
followed the hypnotist’s suggestions. Indeed, they did this so well that an expert was
unable to distinguish between the actors and those who were genuinely hypnotized.
Naturally, this has led researchers to question exactly what is meant by ‘genuine’, for those
who are supposedly hypnotized. The finding that non-hypnotized people can act the part
so convincingly has resulted in the use of a ‘simulator group’ in many hypnosis studies.
Since they receive no training in their role, the simulators’ success or otherwise serves as
an indicator of what cues the hypnotized participants may be assumed to have gleaned
from the situation. Not surprisingly, in the light of the earlier comments on suggestion, it
turns out that the hypnotized and simulating groups glean very much the same, and hence
behave similarly. At the very least, these observations reinforce the assertion that, if we are to
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learn anything about the true nature of what it is to be hypnotized (as opposed to acting
hypnotized), then it is the experience and not the behaviour that must be investigated.

Recently, a new set of tools has become available, capable of lending a degree of objec-
tivity to private experience: the techniques of neuroimaging. Methods such as positron
emission tomography (PET) and functional magnetic resonance imaging (fMRI) reveal
which areas of the brain are particularly active during specific mental tasks, including the
act of perceiving. If an appropriate region is active, both when the participant perceives 
a real event and also when he or she claims to be having the experience in hypnosis, then
this is good evidence that the claim is genuine. This approach has been used for a wide
range of experiences, such as pain control (Crawford et al. 1998), paralysis (Halligan et al.
2000), visual hallucination (Kosslyn et al. 2000) and auditory hallucination (Szechtman
et al. 1998). In every case, although the research was not necessarily conducted with that
purpose, the neural activity could reasonably be described as supporting the reality of the
claimed experience.

Although the brain imaging findings broadly support the position that people really do
have the experiences they claim, further interpretation is not entirely straightforward.
For example, Kosslyn et al. (2000) obtained hard-to-explain hemispheric effects. They used
PET scanning, while their participants viewed either coloured patterns or grey-scale
equivalents of the patterns. In some conditions, they were asked to see the grey pattern as if
it were coloured; this request was made either during or outside hypnosis. As a result of the
request, the pattern of brain activity when observing the grey actually resembled the activity
when looking at the coloured display. This effect was obtained in the right hemisphere,
whether or not hypnosis was used; it appeared to result from any attempt to imagine colour.
On the other hand, in the left hemisphere, the colour response to a grey stimulus occurred
only during hypnosis. Two questions are prompted. First, if activity during hypnosis is not
fully like ‘the real thing’, has the scanning told us very much? Secondly, if the pattern during
hypnosis has a good deal in common with the pattern during imagination, is hypnosis
anything more than imagining (and hence perhaps not worthy of further study)?

I will leave those questions hanging, and raise another which is perhaps more prob-
lematic. The presence of similar brain activity, during both real perception and hypnotic
hallucination, may be useful in convincing sceptics that hypnotic experiences are ‘real’,
but what does it tell us about the nature of the underlying processes? As I will argue later,
some brain mapping results do help with generating theories of hypnosis, but simply
demonstrating the kind of equivalence reported by Kosslyn et al. (2000) does little to
further theoretical issues. We are no nearer to discovering how people generate activity
associated with perception, in the absence of a driving stimulus. In the framework of
Kallio and Revonsuo (2003), perhaps neural activity is too low a level in which to seek
explanation; we need for the present to return to the perceptual.

15.3 Perception without suggestion
It has already been explained that traditional hypnotic experiences and their consequent
behaviour are liable faithfully to follow suggestion. This is unsatisfactory as an avenue of
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research, since simulators can produce exactly the same behaviour, and it seems to tell us
more about the ability to recognize what is expected, than about the mechanisms of hyp-
nosis. What is required is a perceptual change that is intrinsic to hypnosis, and occurs in
the absence of any suggestion that might indicate it was expected. There is a candidate.

I claimed earlier that a hypnotized person does very little, unless given a suggestion.
However, there does seem to be one change in the underlying experience, which becomes
apparent when the participant is questioned later. It has been recognized for a long time
(Bowers 1979; Bowers and Brenneman 1979) that if a person is asked at the end of a session
of hypnosis how long it seemed to last, then the answer is almost always a considerable
underestimate. No suggestion is required to achieve this effect; it appears to be sponta-
neous and almost universal. Clearly, a perception has been changed, and it would appear
to be the result of the hypnosis, without any overt suggestion. Could there be anything in
a typical hypnotic induction procedure that might be interpreted as signalling that the
duration should seem short? That can be tested by using simulators, instructed to behave
exactly as they imagine hypnotized people would. Mozenter and Kurtz (1992) did just
that, and found that simulators failed to produce the marked truncation of the time
judgement.

Time estimation thus appears to be a rare, perhaps unique, window upon the percep-
tions of a hypnotized person. The time distortion occurs spontaneously, apparently 
as a result of being hypnotized, so if the distortion mechanisms could be understood, this
might also lead to a greater understanding of the mechanisms of hypnosis (Naish 
2001, 2003).

15.4 Is hypnosis the cause of time distortion?
Having claimed that faulty time judgements are a window upon the mechanisms of
hypnosis, it may seem strange to ask whether hypnosis causes the errors. However, for a
long time it has been far from clear exactly how, or indeed if, the two were really linked.
The problem begins with the absence of a correlation. People vary in the extent to which
they underestimate the duration of hypnosis, and of course they also vary in hypnotic
susceptibility. If the timing effect is associated with hypnosis, then it is reasonable to
suppose that it will be exhibited more strongly by those who are more responsive, in
other words that there will be a correlation with hypnotic susceptibility. Surprisingly,
neither the original Bowers and Brenneman (1979) study, nor many subsequently 
(see St Jean et al. 1994, for a review) have found such a relationship. This is extremely
puzzling. It is far from clear how an effect so strongly associated with hypnosis can fail to
be influenced by responsiveness to hypnosis.

Possible explanations can, in broad terms, seek a reason for the lack of correlation in
the hypnosis domain or the time domain. Thus, an extreme explanation related to
hypnosis would be that susceptibility scales do not measure anything related to the ‘true’
responsiveness to hypnosis. In effect, one would be claiming that time distortion is a
better measure of susceptibility than the standard scales: a difficult position to defend.
A less extreme version of this account would suggest that, whereas traditional scales
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incorporate a range of dimensions, perhaps the timing effects are linked to only one.
If this were true, a subject might score highly on the other dimensions, and hence gain an
overall high susceptibility score, but crucially be deficient in the measure that correlates
with time distortion.

A similar pair of explanations can be constructed from the timing perspective.
The extreme version is that the effect is linked to something that often accompanies
hypnosis, but has nothing to do with hypnosis itself. Certainly, two decades ago this would
have been a reasonable position to adopt, and St Jean (1988) pointed out, ‘It has not been
established that underestimation is due to the employment of hypnotic procedures’
(p. 83). Nevertheless, a less extreme explanation can preserve the hypnosis–timing link.
It is that the timing effect is partly brought about by hypnosis, but is also influenced 
by other factors. These would increase the variance in the timing data and reduce the
correlation with susceptibility.

Studies of hypnotic time distortion, many of them conducted by St Jean and his
colleagues, can be characterized as searching in the two domains outlined above. Some
research has attempted to find the elements of hypnosis that might influence 
time perception; other studies have taken known influences upon time judgement, and
looked for them in hypnosis. As will be explained, the investigations did not meet with
any great success.

15.5 Do amnesia and absorption distract from timing?
Following hypnosis, subjects may be amnesic for some of the events that took place, or
for the suggestions that were given during hypnosis (especially if these included sugges-
tions for amnesia). It has been proposed (Ornstein 1969) that one of the factors that influ-
ences our judgement of how long a period lasted is the number of activities that took
place within it. Someone who, through amnesia, could remember only a few activities
might conclude that the period had been rather brief. However, St Jean et al. (1982) failed
to find any correlation between the extent of hypnotic amnesia and the degree of time dis-
tortion. Amnesia appears not to be the element of hypnosis that accounts for the effect.

Absorption is seen as another element of hypnotic responding; it can be measured, and
is known to correlate with hypnotic susceptibility (Tellegen and Atkinson 1974). Since
susceptibility itself has seldom been shown to correlate with time judgements, it might
have been expected that time judgements would also fail to correlate with absorption.
Nevertheless, it is tempting to propose that becoming thoroughly absorbed in the experi-
ences of hypnosis might be a distraction from detecting the passage of time. St Jean and
MacLeod (1983) tested this proposal, by reading subjects absorbing stories, following
which the subjects judged the story’s duration. The procedure was carried out both
within and outside hypnosis. Substantial underestimation was found only when two
conditions applied: (1) the subjects were highly susceptible; and (2) they were hypnotized.
In other words, this study showed hypnosis producing its traditional timing effect, but in
particular with those who scored high on susceptibility. The effect was not found 
if the material listened to was not involving, suggesting that the absorption component
of hypnosis was indeed the dimension associated with the timing effects.
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This study looked as if it had finally proved the link with susceptibility, but St Jean
soon rejected the absorption account (St Jean and Robertson 1986). It was shown in this
latter study that the attentional demands of the task, rather than the involving nature of
the story, determined the degree of time underestimation. The effect of having to pay
close attention to a task has been well known for some time. Thus, outside the hypnosis
context, it has been shown that high attentional demand leads to time underestimation
(e.g. Brown and Boltz 2002). It is assumed that attention is a finite resource, and that an
increase in mental workload, such as occurs when a task is difficult, makes more demands
upon the resource, so leaving less available to monitor the passage of time (e.g. Zakay
1989). This observation is pertinent to two of the possibilities for non-correlation raised
earlier. First, it suggests a plausible non-hypnotic influence upon time judgements, which
might dilute any hypnotic effects. Secondly, mental workload may actually be a varying
element of hypnosis itself, and thus be the component that gives rise to the timing effects.
This will now be considered.

15.6 Hypnosis and mental workload
St Jean et al. (1994) reasoned similarly to the above, and set about demonstrating the
effects of workload upon time estimation in hypnosis. In the first of two experiments,
hypnotized subjects took part in one of two conditions; both included listening to a
story, and at the end they were asked to estimate how long the story had lasted. Listening
was all that was required in the low workload condition, but the high workload group had
simultaneously to solve word puzzles and count the number of occurrences of a particular
name in the story. The two groups were themselves divided, to contain equal numbers of
low and high susceptibility subjects (commonly referred to as ‘lows’ and ‘highs’).

St Jean et al. found that time estimates were shortened for both workload groups.
People in the low workload condition averaged 63 per cent of the true time, but the high
workload subjects reduced their estimates to 43 per cent of the actual duration of the
story. Interestingly, the results hint at an apparently non-significant interaction 
(the statistics are not quoted). Whereas there was no difference between the estimates of
hypnotic ‘highs’ and ‘lows’ in the low workload condition, under high workload the
‘highs’ and ‘lows’ gave estimates of 38 and 48 per cent (of true time), respectively. This
suggests that ‘highs’ might be more vulnerable to the time-shortening effect, when
subjected to higher workload. A similar effect appeared to be present in the earlier,
rejected experiment (St Jean and MacLeod 1983), where time distortion seemed to be
restricted to the ‘highs’. Although the results are thus far non-significant, they begin 
to suggest that ‘highs’ and ‘lows’ might differ in the way hypnosis affects their time
judgement, a theme which will be revisited later.

The basic finding of St Jean et al. (1994) of an effect of workload upon time judgement
is not of great interest, since it merely confirms an effect known outside hypnosis. There
was no particular reason to suppose that hypnosis would modify the effect. However,
St Jean et al. went on to a second experiment, comparing the magnitudes of the
misjudgement obtained in and out of hypnosis. Unfortunately, in this experiment, there
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seems not to have been a separation into ‘highs’ and ‘lows’, so the effects are averaged
across subjects with a range of susceptibilities. Moreover, it is reported that the tasks had
been modified somewhat, so it is not possible to make meaningful comparisons with the
first experiment. The results obtained were hard to explain.

Under low workload, the time estimates were 92 per cent outside hypnosis and 80 per cent
in hypnosis. Thus, hypnosis appeared to be having the usual effect of reducing the
perceived duration. However, under high workload, the situation was different: ‘waking’,
45 per cent and ‘hypnosis’ 64 per cent of true duration, i.e. in hypnosis the time distortion
was actually less pronounced. This puzzling interaction just missed statistical significance
(P = 0.08), and the only significant main effect was of workload, i.e. increased workload
caused a time period to seem shorter, but whether or not a subject was hypnotized made
no difference. Since it is effectively a universal finding that hypnosis does make a
difference to time estimation, we must conclude that some very unusual factors were
influencing these results.

A partial explanation might be that the high workload condition was so demanding
that subjects were unable to maintain a significant degree of hypnosis, and consequently
produced less time distortion. However, the subjects in the corresponding non-hypnosis
condition (who clearly were not maintaining any degree of hypnosis) actually
experienced greater time distortion. This was a ‘between-subjects’ study, with only 15,
non-selected participants per group, so perhaps the best explanation for this strange
reversal is that it was brought about by inadequate randomization of subjects. That,
however, was not the conclusion reached by St Jean et al.

St Jean’s group concluded that the time reduction customarily associated with hypnosis
was indeed due to the demands (i.e. workload) of being hypnotized. This was encapsulated
in what they called their ‘Busy Beaver’ hypothesis:

The processing resources of the hypnotic subject are so fully occupied by the demands of the
hypnotic task that the residual capacity available for the processing of time-related [...] cues is
minimal. [Hypnotic time underestimation] may simply be a by-product of the attentional
demands of the hypnotic task (p. 568).

This position does not seem to be justified by the data. Their first experiment showed
that, although the hypnotized ‘beaver’ may well be busy, there was still capacity to take on
another task, and thus increase the time distortion. The second experiment was even
more problematic for the busy beaver hypothesis. If hypnosis is demanding, then adding
it to a task that is already causing time distortion should lead to even greater timing
effects. The experiment showed that there was no such increase (if anything a decrease),
so the hypothesis is completely unsupported. We must look elsewhere for more plausible
explanations of hypnotic time distortion.

15.7 Hypnosis and the internal clock
Researchers in the field of time perception assume that the impact of increasing work-
load comes about through the reduction in resources available to count some kind of
‘clock tick’ (e.g. Brown and Boltz 2002). This would result in a proportion of ‘ticks’ being
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missed, so the accumulated score at the end of a timed period would be less than normal.
That in turn would lead to the perception that less time had passed. Although the timing
effects associated with manipulations of workload and attention are indeed plausibly
related to the number of timing units counted or missed, there is another possible candi-
date for bringing about changes: the tick rate itself. If this were to change speed, then the
number of ticks counted in a given period would also change, giving rise to changed
estimates of duration. Whether the effects of increased workload (outside hypnosis)
should be conceptualized as a distraction from counting, or a slowing of the clock to
‘fit everything in’, is an issue not relevant to this chapter; we will be concerned only with
the possibility that hypnosis might slow the clock.

How plausible is it that there actually is a ‘clock’ to slow? While its exact nature remains
unclear, many experiments have suggested that we do have a form of internal oscillator.
Treisman and colleagues (e.g. Treisman et al. 1990, 1992) have proposed that it is
neurologically based. We were even able to suggest the rate at which it appeared to tick:
approximately 12 Hz (Treisman et al. 1994). The estimate was made by attempting to
‘pull’ the frequency of the putative internal oscillator, by means of external rhythmic
stimuli of various frequencies. The degree and direction of shift were deduced from
alterations in time judgements, and the results were used to compute the underlying
master frequency. The rate can be shifted in ways other than by using external driving
frequencies: Fox et al. (1967) showed that a patient with a fever behaved as if her internal
clock was ticking more quickly, presumably because the neural circuitry functioned more
rapidly at elevated temperatures. There is thus good evidence for a clock, and there are
certainly some circumstances in which its rate can change.

What would be the observed effects, if hypnosis caused an inner clock to run more
slowly? With fewer ticks being counted per unit of real time, the overall number accumu-
lated over a session of hypnosis would be relatively small, leading the subject to conclude
that a shorter length of time had passed. That of course is the usual observation.
A further prediction can be made. If it is true that the clock ticks slowly, a subject waiting
for a period of time to pass will wait too long. Suppose, for example, that they try to wait
2 min, before carrying out some action. From previous experience they will have in mind
what 2 min feels like, presumably based upon some conscious representation of the tick-
accumulation value for this duration. If the clock begins to tick more slowly than usual,
then inevitably the person has to wait longer for the appropriate tick value to accumu-
late. I tested the ‘waiting 2 min’ idea (Naish 2001), asking hypnotized subjects to inter-
rupt me when they believed 2 min to have passed. They did indeed ‘overshoot’, producing
an average duration 21 per cent longer than a true 2 min. I also asked the traditional
question about the length of the session; the mean judgement was 64 per cent of the
actual time. This study used an opportunity sample of subjects, and no attempt was
made to divide them into low and high susceptibility groups.

The two kinds of timing test, ‘interrupt me in 2 min’ and ‘judge the duration of the ses-
sion’, can be described as prospective and retrospective. The usual test in hypnosis, asking
how long it lasted, seeks a retrospective estimate. Requesting the subject to keep track of
time, for a specified interval, is a prospective task. Outside the hypnosis field, it is well
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known that prospective estimates are generally longer (and as a result usually more accu-
rate) than retrospective estimates (e.g. Zakay 1989), and the observation is commented
upon by St Jean et al. (1994). These authors claimed that the principal difference between
the two tasks was that the retrospective measure was unexpected by the subject, hence
leading to a reduced level of attention to the timing task. Prospective timing, by
definition, requires that the subject knows what is required, and presumably deploys the
necessary resources to carry out the task. Consequently, retrospective timing will have
missed ticks, whereas prospective timing is likely to catch more of them.

The possibility that the prospective effect that I found was due merely to foreknowl-
edge and a shift of attention needs to be addressed. An effective way of looking at the
impact of hypnosis itself (and incidentally removing other individual differences) is to
compare the timing estimates made in hypnosis with those made outside hypnosis, when
carrying out similar tasks. Importantly, an individual’s hypnosis results should be
expressed as a fraction of their ‘waking’ results. In this way, any general tendency for an
individual to over- or underestimate time intervals is eliminated from the result; only the
impact of hypnosis upon the timing is recorded. In my experiment, I had taken similar
prospective and retrospective measures outside hypnosis, so it was possible to recalculate
the data in this way.

When comparing subjects’ ability to interrupt me in what they felt was 2 min, both
during and before hypnosis, it was found that the time they waited within hypnosis was
60 per cent longer than the time delay during ‘waking’. Corresponding calculations of the
retrospective effect showed that the estimate in hypnosis was 32 per cent shorter than the
estimate made out of hypnosis. It was clear that hypnosis was having an impact upon
both measures of time estimation, and the directions of the changes were consistent with
the slow clock hypothesis. Nevertheless, although the hypnosis–waking comparison
reveals some kind of effect of hypnosis, it does not entirely rule out the possibility that
the effect was, at least in part, something to do with a prepared–unprepared difference
between prospective and retrospective tests. The next experiments were attempts to
eliminate this possibility.

15.8 Hypnosis and brief interval assessment
The time estimates investigated in hypnosis have tended to be for periods in the range of
several minutes, whereas most experiments reported in the time perception literature
consider intervals of a few seconds or less (Fortin and Couture 2002). There would be
merit in using brief periods in hypnosis. The first advantage would be that, with the tests
appropriately administered, there could be no claim that the subject had not expected the
task, and in consequence had paid insufficient attention to it. Another advantage of test-
ing over a brief time interval is that this would eliminate some of the variability intro-
duced by other tasks taking place during the hypnosis. St Jean et al. (1994, Experiment I)
showed that higher workload tasks within hypnosis produced greater time distortion.
Most retrospective estimates published have been for periods during which subjects were
involved in a variety of activities, such as undertaking susceptibility tests. These periods
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of unknown and varying workload may have contributed to the variability in the magni-
tude of the effects reported. In a brief time estimation study it is not possible for subjects
to be engaged in any other activity.

The tasks I used (Naish 2001) were button pressing and tone duration judgements.
For the prospective task, subjects were required to depress a push-button for an estimated 5 s.
In the retrospective task, they listened to computer-generated ‘beeps’, of durations rang-
ing from 2 to 8 s (mean 5 s), and had to judge how long each beep had lasted. Clearly,
subjects were warned that they were required to make these judgements, so this form of
retrospective estimate was in no sense unexpected. It should be noted that, if the internal
clock were running slowly, then the prospective task would result in the button being
depressed for too long, while the retrospective task would have beeps judged as being of
shorter duration than they would be at a normal clock speed. I found that the button press-
ing was indeed 17 per cent longer in hypnosis, while the beeps were judged to be 19 per cent
shorter in hypnosis (both being compared with the corresponding ‘waking’ estimates).

The four sets of results I have described show that, whether making a prospective or
retrospective judgement, and whether it is for a long or short interval, the resultant tim-
ing shifts are consistent with the proposal that hypnosis causes the inner clock to tick
more slowly. The short interval results are unlikely to be attributable to the subject in
some sense ‘attending away from’, or forgetting the task; all appeared to be as focused
upon what was required of them as they seemed to be when performing the task outside
hypnosis. It is possible that, as St Jean et al. (1994) suggested, the hypnosis acted as an
additional task and that, as in many other timing studies, this produced the familiar
‘workload’ effect. However, while this might be plausible in some phases of hypnosis,
when for example a subject could be engaged in trying to enact the suggested experiences
(Spanos 1986, 1991), it seems less likely when no experience is being demanded. These
subjects were already hypnotized (without pre-judging what that term might mean), and
were merely being asked to focus upon simple timing tasks. The resulting effects seem
more reasonably attributable to the slowing of an internal clock than to an increase in
workload. If this conclusion is reasonable, it invites the question: why does hypnosis slow
the clock? An answer may have something to say about the nature of hypnosis itself.

15.9 Consciousness and its modification
If hypnosis has an impact upon subjects’ experience of time, then in some sense it could
be said to be modifying their consciousness. In fact, hypnosis has been referred to as ‘an
altered state of consciousness’, although the appropriateness of this description has been
a matter for debate (see Kalio and Revonsuo 2003, for an analysis of this controversy; also
Hasegawa and Jamieson 2002). Whatever the rights and wrongs of that particular debate,
it is pertinent to consider the nature of consciousness, not least because some accounts of
the phenomenon appear to offer explanations for timing misjudgements. Moreover, the
accounts of consciousness I shall address have been developed around the notion of
changed experiences, although not in the context of hypnosis; they are concerned with
illness-related hallucinations.
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A significant model of consciousness was outlined by Gray (1995). It was significant,
not just because it was an attempt to link the phenomenon to specific neural circuitry,
but also, and importantly for the theme of this chapter, it incorporated a timing element.
Gray’s starting point can be reached from an evolutionary perspective; as animals devel-
oped behaviours to interact with their environments, so they would also need to develop
monitoring systems, to ensure that a behaviour was progressing as required and that it
continued to be appropriate for the environmental demands. Part of the monitoring
would necessitate access to long-term memories, to provide predictive ‘templates’, against
which to compare the developing outcome of an action. Any mismatch detected by the
monitoring system would be required to trigger corrective actions. In more advanced
animals, the mismatch could be described as capturing attention and, at least in humans,
attention can be equated with consciousness (Naish 2005c).

The behavioural and the monitoring components of Gray’s model comprise
interlocked neural circuits within the brain. The motor and data gathering element, he
proposed, included the basal ganglia, thalamic nuclei and ascending dopaminergic
pathways. The predictive loop he claimed to be based on the septo-hippocampal system,
taking in regions of the prefrontal cortex, including the cingulate. These two systems,
Gray suggested, operate together to carry out a test-and-predict cycle. The dopaminergic
components are concerned with gathering data on the current state, while the monitoring
system uses information such as goals, and memories of previous experiences, to predict
what should be registered in the next cycle of data gathering. As explained, mismatches
detected between data and prediction are presumed to capture attention and become
part of consciousness.

More recent studies have confirmed the role of the frontal cortex (including the cingulate
region) in its supervisory/regulatory role. Thus, Ridderinkhof et al. (2004) concluded,
from a review of the literature, that the posterior medial frontal cortex acted in a moni-
toring role, in association with the lateral prefrontal cortex, the latter having a controlling
function. Botvinick et al. (2004) reviewed the large literature showing that activity in the
anterior cingulate cortex (ACC) is associated with the recognition of conflicts during
information processing. (Egner and Raz, Chapter 3, address this aspect from a slightly
different perspective.) Botvinick et al. (2004) suggested that conflict-related activity may
be a reflection of a larger role for the region: that of monitoring and evaluating actions.
Luu and Pederson (2004) have taken this proposal further, concluding that the ACC plays
a key role when actions need either to be corrected, or modified to suit changing
demands. Additionally, they believe that the region is implicated in monitoring for
departures from the expected, and also in evaluating the affective consequences of
detected mismatches.

It was suggested above that mismatches may determine which elements enter con-
sciousness. While these determinants are clearly important to the theory, so too are the
factors controlling what fails to reach consciousness. Duncan (2001) has demonstrated
the ‘uncommitted’ quality of neurons in the prefrontal cortex. Unlike most neurons,
whose activity appears to be associated with specific stimuli, the prefrontal area seems to
be reconfigurable, to suit the requirements of the task in hand. It would seem that the
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region acts as the ‘working memory’, holding current action plans and predictions.
The work of Fletcher et al. (1999) suggests that these predictive activities of the prefrontal
cortex serve to inhibit activation in the monitoring regions of the superior temporal
cortex. Inhibition appears to prevent correctly predicted material from entering
consciousness, but crucially (for the account that will be developed) the extent of inhibition
seems to be modulated by the ACC region.

In a complex neural system there is the inevitable possibility of faults occurring, and in
this system faults might be expected to influence the content of consciousness. Indeed,
much of Gray’s work was concerned with the neurological basis of the symptoms of
schizophrenia, including the problems of attention and the generation of hallucinations.
He proposed that, in schizophrenia, there is a problem with the system that compares the
observed with the predicted, resulting in much of the normally predictable data being
treated as unpredicted. Even the patient’s own ‘inner voice’, Gray suggested, could be
treated as unexpected, and hence attributed to an external agent. This, of course,
accounts for the classic symptom of auditory hallucination. The suggestion that normal
events are experienced as unpredicted has gained support from subsequent studies. Thus
Fletcher et al. (1999) showed, with PET scanning, that the normal cingulate modulation
(described above) was deficient in schizophrenia patients, so leaving the temporal
regions more than normally active. Using fMRI, Lawrie et al. (2002) showed that, com-
pared with controls, patients with schizophrenia exhibited a lower correlation between
the activities of the prefrontal cortex and temporal cortex. Moreover, those who suffered
most from auditory hallucinations displayed the weakest correlations. These studies
highlight the role of prefrontal/temporal circuits in monitoring sensory experiences.
Prefrontal/parietal circuits may serve a similar role for proprioceptive activity; thus, Frith
et al. (2000) suggest that breakdown in control of the parietal from the frontal cortex
accounts for the schizophrenic illusion of one’s behaviour being externally controlled.

Before this account of non-hypnotic consciousness is taken further, it is worth noting
that there are parallels between the hallucinations of schizophrenia, and those that can
occur in hypnosis. Szechtman et al. (1998) went so far as to use hypnotically induced
auditory hallucinations as an analogue for the schizophrenic form. Similarly, Blakemore
et al. (2003) hypnotized subjects, and gave the familiar suggestion for movements that
would ‘happen by themselves’ (such as arm levitation). PET scans showed that when the
hypnotized participants experienced movements as being outside their control there was
simultaneously a higher level of activity in the parietal cortex. This, of course, is exactly
analogous to the findings of Frith et al. (2000) in schizophrenia patients. Hypnotic sus-
ceptibility and schizotypy are positively correlated (Jamieson and Gruzelier 2001;
Gruzelier et al. 2004); Gruzelier (2003) proposes that schizophrenia and hypnosis have
common neurophysiological features.

Since Gray’s proposed circuitry includes significant dopaminergic pathways, it is not
surprising to find that it can also account for some of the phenomena of Parkinson’s dis-
ease (PD), a condition resulting from dopamine deficiency. Here again, there is a link
with consciousness, since patients can suffer from visual and auditory hallucinations;
Fénelon et al. (2000) report that hallucinations in PD patients are far more common
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than has hitherto been supposed. The well-known ‘freezing’ behaviour of PD sufferers
appears to be a problem in trying to allow well-rehearsed motor ‘programmes’ (such as
climbing stairs) to run without conscious monitoring. If the patient brings the activity
into consciousness, by clearly imagining the intended goal, the actions can sometimes be
recommenced. It will be proposed that imagination is an important element of con-
sciousness, as will now be briefly explained. The topic will be revisited later.

Gray himself admitted that his model did not fully explain how the phenomenon of
consciousness emerges from the circuits he describes, and subsequent studies have done
little to elucidate the issue. From a logical perspective, consciousness seems not to be nec-
essary to the processes of behaving and monitoring: machines can do that. Nevertheless,
we can all attest to a sense of ‘awareness of being aware’. A possible evolutionary driver
for the sense of consciousness was the valuable skill of imagining, of being able to plan,
and ask ‘what if?’ questions. This ability appears to use many of the same neural
structures as would be active if external stimuli were really present, although during
imagining the neural activity is self-generated. The process is very much like using a
computer ‘off-line’, as is sometimes done with the computers used to control complex
systems. By disconnecting the computer’s sensors, and feeding it with dummy data, it can
be used in training, or to test emergency scenarios. Just as it is important that operators
know the procedure is an exercise, so it is important that humans have the ability to rec-
ognize that imagination is not real. Whitty and Lewin (1957) showed that the region of
brain apparently responsible for making the distinction is in the ACC. Patients with
damage to this area experienced great difficulty in differentiating between events that
had actually occurred, and those that they had only imagined. Hypnosis, of course,
enables some people to have very realistic (imagined) experiences, and it carries with 
it the danger of creating false memories (e.g. Home Office Circular 1988). In view of this,
it is particularly interesting to note that all hypnosis brain-scanning studies appear to
show unusual activity in the ACC, irrespective of what other regions are active.
This region, it will be recalled, was a component in Gray’s proposed circuitry, and it has a
central role in many of the accounts of consciousness and hallucination cited earlier.

15.10 Consciousness and the clock
For a prediction system to generate representations of an expected state, at just the moment
when the sensory-motor systems are acquiring data about the actual state, requires precise
temporal intermeshing. This kind of synchronization is achieved in a computer by means
of a ‘clock’, an oscillator that ensures all the processes remain in step. Gray proposed that it
was the septo-hippocampal system that maintained synchrony in the system that gives rise
to consciousness, suggesting that its ‘tick rate’ was about 10 Hz. This frequency is remark-
ably close to the 12 Hz clock identified by Treisman et al. (1994); there is additional evi-
dence to suggest that they may be driven by one and the same system.

If it is the case that the tick rate of the inner clock is determined by the rate of the test-
and-predict loop proposed by Gray, then it is reasonable to suppose that a breakdown in
the integrity of the loop might disrupt the timing. This effect is indeed observed, in the
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two classes of patient considered above. Thus, Elvevåg et al. (2004) tested schizophrenic
patients on a series of tasks, including time estimation, and concluded that schizophrenia
is associated with a selective impairment in temporal processing ability. Similarly,
Harrington et al. (1998) showed that PD patients too have impaired time perception
abilities.

Drawing these evidential strands together, it seems possible that the time distortions of
hypnosis could also reflect some form of disruption to the smooth running of the ‘con-
sciousness cycle’. If this were the case, then hypnosis could legitimately be called an
altered state of consciousness, and an examination of the temporal effects may reveal
how that consciousness is altered. It has already been pointed out that hypnosis appears
to impact the cingulate region, a central element of the putative timing structure; how
this might occur will now be considered.

15.11 Self-generated consciousness and the clock
As explained, the ACC appears to be involved in reality checking (Whitty and Lewin
1957); it is a common description of hypnosis that it involves the abandonment of reality
checking (e.g. Naish 1986). This implies that the ‘predict’ part of the test-and-predict
cycle runs without meshing with the corresponding ‘test’ subcomponent. In effect, this is
another way of describing what happens when we engage in imagination, the difference
with the latter being that we do not attempt the testing process, because we are aware that
our experience is not being driven by external stimuli. Those susceptible to hypnosis also
appear not to test, but additionally, seem not to be aware that they are avoiding the
process. If the ACC has a central role in determining what is experienced as real [a role
supported by Szechtman et al’s (1998) study of auditory hallucinations], then in hypno-
sis it seems to be indicating ‘real’, when in fact the system is in ‘self-generate’ mode. There
are circumstances in which the results of this self-deception can surprise the hypnotized
person, in much the same way as schizophrenic patients can be surprised by the ‘sound’
of their own inner voice. Thus, the failure properly to monitor the motor programmes
that cause an arm to lift, following arm levitation suggestions, leads a hypnotized partici-
pant to believe that the arm has levitated ‘all by itself ’. The Blakemore et al. (2003) PET
study, concerning the sense of non-volition, has already been described. Haggard et al.
(2004) reported a related study in which hypnotized subjects were asked to indicate the
moment in time (not a duration) when they moved a finger. When the movement was
perceived as non-voluntary (i.e. like arm levitation), the indication that movement had
occurred was made later than when the movement was made consciously. In fact the
‘non-voluntary’ timing was very similar to that obtained when the movement was exper-
imenter initiated, i.e. truly involuntary. This finding supports the claim that, in hypnosis,
the link between monitoring and self-generated behaviour can be in some way modified.

Clearly, hypnotized participants maintain a considerable link with reality; for one thing,
without it they would be unable to follow the hypnotist’s suggestions. Moreover, to be
aware of the results of a suggestion, such as for arm levitation, while failing to monitor their
own enactment of the suggestion, implies that successful hypnosis requires a complex
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blend of attending and detaching. If this is an accurate account of hypnosis, then it is not
surprising that relatively few have the skill to reach the level of hypnotic ‘highs’.

If it is true that the abandonment of the reality testing cycle disrupts the clock and
causes time distortion, then presumably those subjects who are better able to generate
their own ‘reality’, while keeping the ‘real thing’ out of consciousness, will exhibit more
distortion. However, as just pointed out, hypnosis requires some level of reality monitor-
ing to be maintained; exactly how much may depend upon the particular circumstances.
It is possible that even hypnotic ‘highs’ may not always need to engage in a great deal of
reality generating, and consequently the extent of the resultant time distortion may be
less than the ‘high’ status would lead one to expect. This is another possible explanation
for the weak timing–susceptibility correlations that have been reported. Nevertheless,
when required to generate a ‘world of their own’, those participants who are most suc-
cessful should, if this account is correct, produce the largest timing effects.

I carried out an experiment (Naish 2003) that tested that prediction. Subjects were
given the traditional task of imagining a beach scene, with the additional element that
they were waiting on the beach for a friend, who was due in precisely 5 min. They were
given stopwatches, which they were told to press at the moment they judged the friend to
be due. While waiting for that moment, it was suggested that they should do whatever
they liked on their beach; subsequently some reported sunbathing, others paddling, and
so on. The resulting times ranged from close to 2 min, to over 7 min.

After the participants had completed the timing task, they were asked to make two self-
ratings, both on 7-point scales. The first was of the vividness and reality of the scene they
had been trying to visualize, and the second asked for the extent to which the real world
intruded (awareness of outside sounds, etc.). The intrusion score was subtracted from
the vividness rating, to yield a measure of ‘detachment’. Thus, a subject who rated the
vividness as high and the intrusion as low would score high on detachment. This meas-
ure was taken to reflect the extent to which a subject was able to engage in generating 
a personal reality, while ceasing to monitor the real thing.

There was a highly significant correlation between the detachment scores and the time
estimates (r = 0.75, P <0.001). In terms of the clock, it was, as predicted, running more
slowly for those who were able to detach more successfully. Neither of the individual 
7-point instruments correlated with time judgements as strongly as the combined
detachment measure; the implications are discussed below.

15.12 How does detachment slow the clock?
Thus far, the proposition has been that failure to engage in reality testing disrupts the cycle
that supports the clock function. However, this proposal does not, as it stands, predict a
slowing of the clock; it could just as well run fast. It is possible that the system ‘free-wheels’
slowly when the test and predict elements become disengaged. (The body’s circadian
rhythm shows this slowing effect, producing a period of greater than 24 h, in the absence
of sunlight to lock it to the day/night frequency.) As an alternative to the free-wheeling
explanation, the partial engagement of the timing components (as explained above, to
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support a measure of contact with reality) may result in the detection of only some of the
‘ticks’. This second explanation is not dissimilar from the traditional account of high
workload taking attention away from a ‘tick counter’, except that hypnosis is not being
described as a high workload situation.

If the ‘missing ticks’ account were correct, it might be expected that the subjects in my
detachment study who reported the least awareness of outside reality would also be 
cutting themselves off most successfully from the source of the ticks. However, the
correlation between intrusion and timing scores was relatively low (r = –0.62, P <0.001).
Missing ticks may not be the reason for the clock seeming to run more slowly.
To develop an alternative account, a situation far removed from hypnosis will first be
considered.

The experience of events unfolding as if in slow motion may offer a clue concerning
the processes in hypnosis. People frequently report that at times of heightened arousal,
such as in an accident situation, all the action appears to be slowed down. This may be
the result of a speeding of the test-and-predict cycle (and with it the clock). To be certain
of capturing timely data, the cycle might run more quickly, resulting in each captured
scene differing only slightly from its predecessor. The person experiencing this phenom-
enon would be familiar with the usual extent of alteration between data captures, so
encountering a smaller change would lead to the perception that an on-coming car, say,
was approaching unusually slowly.

The opposite situation may occur in hypnosis. If the content of consciousness is in
large part self-generated, then there is little need to initiate another data capture cycle:
the content would be much the same as for the current situation. As a result, the cycle
rate would be reduced, and the ticks would be more widely spaced. This explanation
might lead one to expect that people better able to generate a vivid inner experience
would be the ones to suffer a greater time distortion effect. However, in the detachment
study, this correlation was the lowest of all (r = 0.57, P <0.005). Perhaps the ability to
generate a vivid and convincing experience need not necessarily demand that a slower
test-and-predict cycle be maintained.

Clearly, there is as yet no complete explanation for the impact of hypnosis upon the
inner clock. Nevertheless, some facts seem to emerge:

◆ Disruption to the circuits associated with monitoring and prediction results in poor
time estimation.

◆ The ACC is a part of the timing-sensitive circuitry.

◆ The ACC is involved in determining the content of consciousness, and whether that
content feels ‘expected’ or ‘surprising’, i.e. in reality checking.

◆ People who are able to abandon reality checking produce timing errors.

◆ Neuroimaging shows that hypnosis impacts the ACC.

To summarize, there is good reason to believe that the neural circuits associated with
generating conscious experience are also involved in making time judgements. When
there are faults in the system, as in schizophrenia or PD, they change both the nature of
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consciousness and the ability to make accurate time judgements. Hypnosis behaves like a
temporary and controllable ‘fault in the system’. Consequently, hypnosis modifies the
conscious experience, and also changes the clock rate.

15.13 Is there a correlation between clock rate and
susceptibility?
Throughout this chapter several possible reasons have been offered for the weakness, or
indeed absence of the expected tick rate–susceptibility correlation. Nevertheless, the
developing account has shown that there is good reason to propose strong links between
hypnosis, modifications to conscious experience and the clock. These links seem
inescapably to imply that people better able to achieve the effects of hypnosis would nor-
mally experience more time distortion. Why has this effect been so hard to demonstrate?

It has been pointed out that the hypnotic component of any temporal distortions is
more apparent if the timing data collected in hypnosis are compared with the same sub-
ject’s data gathered during waking. In addition, if modest numbers of subjects are to be
used, it is more likely that differences would be found between ‘highs’ and ‘lows’, rather
than seeking a correlation using subjects with a range of susceptibilities. I have been able
to take this approach, in a small, as yet unpublished study, which formed part of a larger
series of trials, being conducted by colleagues John Gruzelier and Tobias Egner (then
both at Imperial College, London). They were engaged in research using ‘highs’ and
‘lows’, and it included periods of making EEG recordings, while the participants were in
hypnosis. I was able to make use of both the recording phase, and also the preceding
period, during which participants were having the scalp electrodes attached (and were
not hypnotized).

At the conclusions of both the electrode-fitting stage and the period of EEG testing
(when they were hypnotized), participants were asked how long they believed that phase
to have lasted. Additionally, during each phase they were required to carry out the beep
estimation and 5 s button press tests described earlier. With respect to the overall period
judgement, the ‘highs’ and ‘lows’ did not differ significantly outside hypnosis: as a per-
centage of actual time, they estimated the electrode fitting to have taken 86 per cent
(‘highs’) and 80 per cent (‘lows’). Thus, both groups underestimated the time somewhat.
However, in hypnosis, the ‘highs’ decreased their estimation much further, reducing it to
65 per cent of the true value. This change, which was in the traditional direction, was
significant (P <0.05). In contrast, the ‘lows’ increased their assessment to 92 per cent of
the actual time: another significant shift (P <0.05). The group (‘high’/’low’) × condition
(waking/hypnosis) interaction was also significant (P <0.01).

When estimating beep duration, the ‘highs’ reduced their judgement by 12 per cent in
hypnosis. In this test, although the ‘lows’ also reduced their estimates, it was by less than 
2 per cent. This interaction was again significant (P <0.05). Consistent with the 
slow-running clock hypothesis, during hypnosis the ‘highs’ increased the duration of
their button pressing by 6 per cent. The ‘lows’, in contrast, actually reduced their button
pressing time by 4 per cent, producing yet another significant interaction (P <0.05).
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It can be seen that by every measure there was a ‘high’–’low’ difference, with those scor-
ing high on susceptibility producing the typical ‘slow clock’ effects, while the low scorers
tended to produce little, or even a reverse effect. There seems to be no doubt that, at least
with this method of testing, susceptibility modulates the hypnotic time distortion effect.

It will be recalled that in the St Jean and MacLeod (1983) study, the effects also
appeared to be restricted to the highly hypnotizable. It is possible that, rather than
exhibiting the quantitative differences of a behavioural continuum, the temporal effects
of hypnosis in ‘highs’ and ‘lows’ are qualitatively different.

15.14 The neural correlates of hypnotic susceptibility
The timing effects evident in my own studies, and apparent in some of those reported by
St Jean and his colleagues, suggest that hypnotic ‘highs’ and ‘lows’ respond differently. By
definition, they report different experiences when tested on susceptibility measures, but
they also show either marked time distortion (‘highs’), or negligible and possibly
reversed timing effects (‘lows’). It has been argued in this chapter that changed experi-
ences are brought about by changes in the frontal cortex, particularly in the anterior
cingulate. This is the region presumed to be involved in directing attention to the
unexpected, which as we have seen is a function that breaks down in schizophrenia
(Lawrie et al. 2002). This attention-directing role, and its modulation by hypnosis, seems
to have been demonstrated by Gruzelier et al. (2002b).

Gruzelier et al. (2002b) used EEG recording techniques, which lack the discriminatory
power to identify the precise location of an electrical response. Thus, it was not possible
with their methodology to localize activity specifically to the cingulate, but it was possi-
ble to identify responses as being located more generally in the frontal cortex.
The researchers looked for differences in evoked responses to predictable and unexpected
events. The events used were tone bursts, most being of low pitch, but with a small pro-
portion having higher pitch, and hence, in a sense, being surprising. Typically, events give
rise to a negative-going electrical response in the frontal region, at about 100 ms after the
event took place; the signal is labelled N100. Approximately 200 ms later (300 ms after
the event), a positive transient is detected, termed the P300 wave. The N100 wave 
has been identified as a marker of attention-directing activity. The P300 is particularly
associated with surprise, and has high amplitude when a signal is unexpected.

Gruzelier et al. tested ‘low’ and ‘high’ hypnotizable subjects, both in and out of hypnosis.
In both groups, the N100 response to expected tones was not greatly influenced by
hypnosis; there was a tendency for it to reduce slightly. However, when the signal was one
of the rare, higher pitched tones, the two groups behaved very differently. The ‘highs’,
who produced large amplitude N100 responses to rare signals outside hypnosis, reduced
the amplitude down to ‘expected’ values when hypnotized. In contrast, the ‘lows’
produced even higher amplitude waves when hypnotized.

These effects could be interpreted as showing that the ‘highs’, when hypnotized,
detached from a complete monitoring of outside stimuli. The stimuli were detected, but
no special ‘attend’ signals were initiated. The ‘lows’ appear to have done the reverse, and
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became, if anything, even more alert to unexpected stimuli. The P300 responses bear out
this interpretation. For the ‘highs’ in hypnosis, the P300 amplitude fell to almost zero,
implying that no ‘surprise’ was registered. Contrastingly, the ‘lows’ maintained a significant
level of P300.

15.15 A final look at the clock
The findings of Gruzelier et al. (2002b) reinforce the suggestion that ‘lows’ do not simply
do less of whatever it takes to be hypnotized; they actually do something different. How
moderately susceptible subjects fit into this range of behaviour will be a matter for future
research, but it seems clear that the complexity of these responses will have been a major
factor in making it difficult to detect timing–susceptibility correlations.

The N100/P300 results are concerned with attention, and raise again the question of
whether hypnotic time distortion has more to do with tick missing than clock slowing.
If hypnosis reduces the level of attention, it perhaps reduces the attention to the ticks.
However, the evoked responses demonstrate a changed response to the unexpected.
Presumably, ‘ticks’, whatever their precise nature, are not unexpected: they are ever-present.
Moreover, when subjects are asked to engage in timing tasks such as button pressing, or
judging a tone duration, they must inevitably be attending to the activity. These sorts of
task, and also the results of Gruzelier et al. (2002) show ‘lows’ to be behaving differently:
time distortion going ‘the wrong way’, and attention increasing. Unless it is assumed that
‘lows’ are chronic ‘tick missers’, it is difficult to see how hypnosis could make them miss
fewer ticks. It seems altogether more plausible to suppose that hypnosis tends to speed
their clock rates. Taking this together with the N100 attentional changes, the situation for
hypnotized ‘lows’ can be likened to that proposed for people in an accident situation,
where it was also suggested that the clock may run faster.

A speculative summary of the above is that ‘highs’ and ‘lows’ respond to hypnosis
differently. ‘Highs’ cease to monitor for the unexpected; instead they generate their own
experiences, and consequently do not need to maintain a high tick rate in the consciousness
cycle. In contrast, ‘lows’ actively seek hypnotic experiences as if they are to be expected
from outside. Their response is to raise the general level of attention, so as not to 
miss whatever effects hypnosis might bring, and thus they maintain a higher rate in the
consciousness cycle. Sadly for the ‘lows’, this is not the right way to ensure a hypnotic
experience.

15.16 Conclusions
Time distortion is a hallmark of hypnosis. The direction of the distortion is such as
would be produced by a slow-running internal clock, and its magnitude correlates with
hypnotic susceptibility. However, the correlation is often blurred by many other possible
influences, and it seems possible that people low on susceptibility may actually produce
reverse timing effects.

Time distortion effects are also observed in other consciousness-modifying conditions,
such as schizophrenia. These parallels, taken together with the rather similar experiences

CONCLUSIONS 289



of hallucinations and loss of volition, lead to the conclusion that similar neural circuits
are involved. In fact brain imaging studies may be interpreted as showing that identical
circuits are involved, although hypnosis and other time-modifying conditions may affect
different components within the circuits.

The circuits associated with changing perceptions of time are also implicated in the
generation of other changes to perception; they are part of the system apparently respon-
sible for determining the content of consciousness.

When hypnosis changes a perception, it does so, it is concluded, by changing the
behaviour of the system that gives rise to consciousness. Hypnosis may thus be seen not
only as a cause of temporal changes, but also as an altered state of consciousness.

This kind of account, that hypnosis is both a cause and a condition, might be accused
of circularity. In defence of this position, I would argue that the nature of consciousness
and the content of consciousness must inevitably be driven by circular processes. This
will be the case whether or not the generation of consciousness has hypnosis as one of its
contributing elements.
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Chapter 16

Executive control without conscious
awareness: the cold control theory 
of hypnosis

Zoltán Dienes and Josef Perner

16.1 Introduction
Control and awareness seem intimately related (e.g. Norman and Shallice 1986; Jacoby
1991). Of course, some forms of control occur quite unconsciously (plausibly, for exam-
ple, the detailed configuring of motor movements; Milner and Goodale 1995). However,
there are some forms of control, such as planning or overcoming strong response ten-
dencies (the ‘executive tasks’ of Norman and Shallice) that are so commonly associated
with conscious awareness that it would seem bizarre if they occurred without it. In fact,
unconscious executive control is not possible in the theories of Norman and Shallice and
Jacoby. In this chapter, we argue for the theoretical possibility of unconscious executive
control, based on the higher order thought (HOT) theory of Rosenthal (1986, 2002,
2005), and then argue that hypnosis provides an example of executive control without
conscious awareness (cf. Hilgard 1977; Spanos 1986; Oakley 1999).

A fundamental explanatory problem in hypnosis is how activities that are normally
performed voluntarily out of the hypnotic setting can be performed with the experience
of involuntariness after hypnotic suggestion (see Lynn and Rhue 1991; Fromm and Nash,
1992 for reviews). Of course, hypnotic phenomena present the researcher with many
interesting problems to be explored, but a central if not defining issue is the experience of
involuntariness, singled out as the ‘classical suggestion effect’ by Weizenhoffer (1974).
It is this experience of involuntariness under hypnotic suggestion which makes the
experience of carrying out otherwise mundane actions, such as slowly raising one’s arm,
holding one’s arm out straight and rigidly, acting like a child, and so on, hypnotic rather
than mundane. Other counterintuitive hypnotic phenomena, such as alterations in
perception (positive and negative hallucinations), may also be examples of this process of
creating the experience of involuntariness (cf. Bentall 1990; Frith 1992). Hypnotic
behaviour involves planning, and yet can be performed without conscious awareness of
the contents of the plans, and without conscious awareness of intentions to perform the
behaviours (Hilgard 1977; Sheehan and McConkey 1982; Spanos 1986; Oakley 1999).

In this chapter, we first review different types of control, and then we consider the dis-
tinction between control and awareness of control in the light of Rosenthal’s (2002)



HOT theory. The framework we develop provides a number of ways of accounting for
hypnotic phenomena, in particular the experience of involuntariness.

16.2 Two types of control
Hilgard (1977) suggested a model of cognitive control in which action schemata (which
he called cognitive control structures) compete amongst themselves such that the
strongest at any given moment comes to control behaviour. An executive ego can over-
ride the strongest so that some other control structure actually controls behaviour.
Hilgard presented this model as part of his neo-dissociation theory of hypnosis. Later,
Norman and Shallice (1986) provided a very similar and influential theory of cognitive
control, motivated independently and without reference to hypnosis. They suggested that
action schemata compete to control behaviour. The schema with the most activation is
the one that wins. The level of activation of a schema is determined by the match of the
schema’s trigger conditions with the conditions that actually obtain, and by the lateral
excitation and inhibition between schemata (mutually incompatible schemata inhibit
each other; cooperating schemata excite each other). This process by which a schema
comes to be sufficiently active that it is the one that controls behaviour is called
contention scheduling. In addition, there is a supervisory attentional system (SAS) that
can send additional excitation or inhibition to a chosen schema, biasing its chances of
winning. The SAS is attention demanding and is involved in conscious control, according
to Norman and Shallice. The SAS achieves its function by forming intentions: a particu-
lar type of imperative representation with the function of bringing about its content.

Norman and Shallice (1986) suggested particular executive function tasks that the SAS
was needed for, for example learning new actions or overcoming a strong pre-existing
response. If contention scheduling were just left to itself, we would be entirely creatures
of habit. If we always drive a certain route from home to work, that route is likely to be
taken every time if contention scheduling were the only control process at work.
However, sometimes we can decide to do something new; for example, to make a detour
at the traffic lights by turning left rather than right in order to buy milk at the supermar-
ket. This new action requires the SAS. Typically the new action would only be
accomplished if we were consciously aware of wanting to do it at the appropriate
juncture. Hence, Norman and Shallice regarded the SAS as being intimately related to
conscious awareness of what one is doing. Jack and Shallice (2001) indicated that they
regarded that relationship, between intentional action (SAS) and conscious awareness, as
a contingent one that has to be demonstrated (unlike Jacoby 1991, who takes intentional
control to be constitutive of conscious awareness). We will argue that the contingent
relationship can systematically break down.

16.3 Conscious awareness
We now explore the relationship between control and conscious awareness by use of
Rosenthal’s (1986, 2002) HOT theory. Rosenthal provided an account of when a mental
state is conscious, e.g. when is seeing a case of conscious seeing and when is it unconscious?
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Blindsight patients can indicate highly accurately whether an object is moving up or
down, even while they claim to have no visual experience whatsoever (Weiskrantz 1986,
1997). Their accurate responses indicate they do see that, for example, an object is
moving up. However, their verbal reports indicate that they do not consciously see that
an object is moving up. The data indicate that we need a distinction between seeing 
and consciously seeing, or more generally between being simply conscious or aware of
something and being consciously aware of something (Carruthers 2000).

A mental state (e.g. of seeing) makes us conscious of some state of affairs, in the minimal
sense of ‘conscious of ’ that applies to the seeing that occurs in a blindsight patient’s blind
field. What the blindsight patient fails to have is awareness of being in the mental state of
seeing that state of affairs. Indeed, Rosenthal argues that a mental state, like seeing, is a
conscious mental state only when we are conscious of being in that mental state.
Consistently, it sounds bizarre to say the blindsight patients could consciously see but
were not conscious of seeing. When we are conscious of seeing, we consciously see.

In Rosenthal’s account, we are conscious of mental states by having thoughts about
those states. A thought about being in a mental state is a second-order thought (SOT),
because it is a mental state about a mental state. For example, the first-order state could
be seeing that ‘the object in front of me is black’. By virtue of this first-order state, we are
conscious of the object in front of me being black. By virtue of the SOT that ‘I see that the
object in front of me is black’, we are conscious of the first-order state of seeing. The see-
ing is then a conscious mental state, we consciously see that the object in front is black.
In summary, according to HOT theory, a mental state is a conscious mental state when
the person has a HOT to the effect that they are in that mental state (for elaboration,
see Rosenthal 2002; for review, criticism and discussion of higher order theories of
consciousness, see chapters in Gennaro 2004).

A SOT (e.g. ‘I see that the cat is black’) constitutes awareness of the first-order thought
(‘the cat is black’) resulting in the first-order thought being a conscious thought.
The SOT itself is not a conscious thought until one becomes conscious of it—by a third-
order thought (TOT; ‘I am aware that I am seeing that the cat is black’). It is by virtue of
the TOT that one is consciously aware or introspectively aware that it is me who is seeing.
TOTs rather than SOTs constitute introspection because being consciously aware 
of the world is not introspection; introspection is being consciously aware of one’s
mental states.

We will make use of the distinction between SOTs and TOTs later when discussing
hypnosis. Consider the intention to ‘lift the left arm!’ This is not a conscious intention
unless there is the SOT that ‘I am intending to lift my left arm’. Due to this SOT, one is
conscious of the intention, but not consciously aware of having the intention. To be
consciously aware (or introspectively aware) of intending, there needs to be a TOT that 
‘I am aware that I am intending to lift my left arm’.

HOT theory in principle allows intentions (including those used in executive control)
without HOTs of intending. The theory allows unconscious intentions; thus, on the theory,
unconscious intentions should sometimes happen. This prediction is counterintuitive
and directly contradicts the theories of Norman and Shallice (1986) and Jacoby (1991).
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If executive functioning were always performed consciously, HOT theory would prima
facie be in trouble. By the same token, the counterintuitive finding of unconscious
performance of executive tasks would corroborate HOT theory. We call executive control
without a HOT (without conscious intentions) ‘cold control’.

The every day use of the term ‘intention’ does not clearly distinguish the first-order
imperative representation that controls the action schema (‘Do A!’, ‘If C do A!’) from the
HOTs about that representation (e.g. ‘I am intending to do A’, ‘I am intending to do A if C’).
For clarity, we use the term ‘intending’ (or ‘intention’) to refer to the first-order imperative
representation (just as ‘seeing’ refers to the first-order visual representation and not to the
HOT that one is seeing). Thus, intending is genuinely causal. The SOT about intending has
the function of tracking this causal process. The SOT, as a representation, can misrepre-
sent, and hence occasionally gets things wrong (cf. Wegner, 2002)1, and this allows an
explanation of hypnotic phenomena: the cold control theory of hypnosis, or executive
control without accurate HOTs.

16.4 Cold control: executive control without a HOT
16.4.1 The theory
The cold control theory of hypnosis states that a successful response to hypnotic sugges-
tions can be achieved by forming an intention (imperative representation in the SAS) to
perform the action or cognitive activity required, without forming the HOTs about intend-
ing that action that would normally accompany the reflective performance of the action.
The first part of the theory claims that hypnosis typically involves the SAS (i.e. executive
control). We first consider the evidence for this, and then consider the consequence of not
forming suitable HOTs about intending. Claims amounting to cold control theory have
been made before (e.g. Spanos, 1986; Kihlstrom, 1992). In this sense, cold control theory is
not novel; however, we pursue the claim in a single-minded way (Spanos and Kihlstrom
also made other claims we do not make) and drawing on HOT theory (Rosenthal 2002) to
look at data in a new way (making claims that Spanos and Kihlstrom did not make).
The relationship of cold control theory to previous theories is considered below.

Hypnotic suggestions can involve the subject engaging in executive function tasks.
For example, a standard suggestion used in stage hypnosis, and that can be reproduced in
the laboratory (Evans 1980), is the suggestion to forget, for example, the number ‘4’.
The subject will count, e.g. ‘1, 2, 3, 5, 6’ fingers on a hand. This must involve executive
control (overcoming a strong pre-existing habit), but the person denies awareness of why
they count unusual numbers of fingers on their hands. [According to the logic of Jacoby
(1991), the ability of the subject to exclude ‘4’ from its habitual production implies
conscious awareness of 4; this is just what the subjects themselves deny having.]
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Sackheim et al. (1979) found that with strong motivation instructions for blindness, a
highly hypnotizable subject performed significantly below chance in reporting the emo-
tion shown in photographed faces. Bertrand and Spanos (1985) gave subjects a list of
three words in three different categories, and highly hypnotizable subjects (‘highs’),
when suggested, could selectively forget one word from each category. Subjects recalled
on a category-by-category basis, and must have inhibited the to-be-forgotten word when
recalling each category. Spanos et al. (1982) found that under suggestion to forget certain
words in any type of task given to them, ‘highs’ produced those words at a below baseline
level in a word association test. This requires executive control, because the existing asso-
ciations that would be produced by contention scheduling must be suppressed. Strikingly,
Raz et al. (2002) found that ‘highs’ could eliminate or dramatically reduce the Stroop
effect when given the suggestion that they could not read the words. Remarkably, the
habit of reading was apparently suppressed. Challenge suggestions also require executive
control. In a challenge suggestion, the subject is asked to try to perform some action, such
as bending the arm, while being told the arm is rigid and unbendable. People often respond
to this suggestion by trying to contract both triceps and biceps simultaneously (Comey and
Kirsch 1999). However, contention scheduling ensures the smooth performance of actions
by inhibiting contradictory actions, and so does not lead to a muscular stalemate.

In general, virtually any arbitrary behaviour can be hypnotically suggested despite the
fact that such behaviour might be novel to the person, at least novel in context, and many
hypnotic suggestions require the person to ignore some salient aspect of the situation
(e.g. analgesia or amnesia suggestions). At least many hypnotic responses are under exec-
utive control.

A curious relationship between HOTs of intending and task performance in some situ-
ations may be illustrated by Wegner’s (1994) task of asking people to not think of white
bears for a specified time. People find this extraordinarily difficult. In this task, an inten-
tion is formed by the SAS ‘Do not produce representations of white bears’2. This repre-
sentation can be used to guide the lower system, and also monitor its success. However,
if a SOT is automatically formed ‘I am intending not to produce representations of white
bears’, the HOT about intending makes the content of the intention, which includes 
the concept white bear, the content of a conscious mental state. That is, if engaging in the
task to not think of white bears itself leads to a HOT of intending, that makes one
consciously think of the concept of white bears3.
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Thus, in the following, we will still refer to this intention as a first-order state.

3 Wegner (1994) postulates a monitoring process that constantly looks for mental contents indicative of
failure of control, and it is the action of the monitor that leads to the dramatic failures of thought sup-
pression. We are not arguing against this account, just pointing out that successfully not consciously
thinking of the concept of white bears entails not having any HOTs about the intention to not think of
white bears.



Highly hypnotizable subjects may be especially good at avoiding accurate HOTs about
intending. Bowers and Woody (1996; also King and Council 1998) found that after hyp-
nosis, ‘highs’ could not think of their favourite car for 2 min more effectively than ‘lows’4.
Prima facie, the ‘highs’ could engage in executive control without corresponding HOTs.
Consistently, the fact that ‘highs’ can pass the forget-4 task implies that ‘highs’ need not
become consciously aware of the labels for concepts that figure in their intentions,
i.e. their intentions can indeed remain unconscious.

It can be difficult to dissociate HOTs from certain first-order states. Consider HOTs of
perception. It is very difficult now to form the HOT that ‘I am seeing a pink elephant’
when in fact you are not (not to be confused with forming the HOT that ‘I am imagining
seeing a pink elephant’). Conversely, try performing the ‘I am not seeing a white bear’
task while looking at a white bear for 2 min. The link between intention and HOTs about
intending may be weaker than the link between perception and HOTs about perceiving,
allowing HOTs of intending to be more loosely triggered by relevant actions (Wegner
and Wheatley 1999; Wegner 2002). The SAS can delegate control to contention schedul-
ing, so it is not always easy to check whether an action was intentional by checking the
SAS’s description of the act. The specific action selected by contention scheduling will be
but one way of implementing the SAS’s more general intention in relation to the envi-
ronmental flux of stimulation, e.g. switching gears in traffic. In any case, for simplicity we
will presume that all that is required in hypnotic response is dissociating HOTs about
intending from actual intentions.

16.4.2 How can HOTs about intending be prevented?
According to HOT theory, HOTs are just thoughts and so their occurrence will be sensi-
tive to the same influences as other thoughts, i.e. consistent with socio-cognitive
approaches to hypnosis (e.g. Spanos 1986, 1991), formation of a HOT about intentions
might be prevented by activation of beliefs and expectations inconsistent with it.

Kirsch and Lynn (1999) have especially emphasized the importance of expectation in
hypnotic responding. However, there is a powerful argument against hypnotic respon-
siveness being directly caused by expectations. Kallio and Revonsuo (2003) point out that
in everyday life we can fully expect to, for example, see our keys where we left them on
the table, but in clear viewing conditions this does not cause us to see our keys on the
table if they are not there. Alternatively, consider expecting not to see something. With
hypnotic suggestion, ‘highs’ can fail to see, for example, words (e.g. Bryant and McConkey
1989). Wagstaff et al. (2002) found that when non-hypnotized subjects were 100% confi-
dent they would not see something on a sheet of paper (all the previous pieces of paper
had been blank), they all did still see the ‘8’ that was on it. Surely evolution has led us to
see or not see what the data rather than our expectations indicate, when the data are
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clear. In everyday life, expecting to see our keys does not in itself make us see them when
they are not there.

Cold control theory offers a solution to the problem of why we can have illusions in a
hypnotic context but not normally in non-hypnotic contexts, with good viewing condi-
tions. Expectations need only affect the formation or otherwise of HOTs of intending.
In order to hallucinate keys, we would need to intend to imagine keys being there.
Expectation can lead us to not have HOTs about intending the imagery but, in order to
hallucinate hypnotically, the intention to imagine has to be there for some reason,
i.e. that it fits in with other intentions, plans and strategies. Cold control theory does not
need to postulate that expectations affect first-order perceptual or other first-order states
in clear viewing conditions; expectations need only affect HOTs about intending. Thus,
hallucinations and the other phenomena of hypnosis will only occur when they are
strategically appropriate (White 1941; Barber 1969; Sarbin and Coe 1972; Spanos 1986),
because relevant intentions will only be formed when strategically and contextually
appropriate. In the absence of intentions to visualize, seeing can be strongly guided by
the actual state of affairs in clear viewing conditions.

While expectations seem the most natural candidate for preventing the formation of
HOTs about intending, they may not be the only effective means for preventing formation
of HOTs about intending. Cold control theory would allow for any other mechanism by
which HOTs are avoided, or even a special state in which HOTs can be readily avoided
[we are not personally partial to a state explanation of hypnosis; see Kirsch and Lynn
(1995) for the arguments against state theory; Kallio and Revonsuo (2003) for arguments
sympathetic with state theory].

We will now consider whether cold control theory sheds any light on differences in
difficulty in different hypnotic suggestions and also any light on individual differences in
hypnotizability.

16.4.3 Why are some hypnotic suggestions easier than others?
Hypnotic suggestions can be roughly divided into simple motor suggestions (‘Your arm
is becoming so heavy it is falling’), challenge suggestions (‘Try to bend your arm’ in a
rigid arm suggestion) and cognitive suggestions (amnesia, hallucination, the ‘forget 4’
suggestion, etc.). In general, more people can reliably pass motor suggestions (about 
80 per cent of people for, for example, hand lowering and hands moving apart) than
challenge suggestions, and more people pass challenge suggestions than cognitive sugges-
tions (from 50 to 10 per cent of people, depending on the suggestion) (e.g. Hilgard, 1965;
Perry et al. 1992; Kallio and Ihamuotila 1999). Cold control theory provides two ways of
accounting for different degrees of item difficulty: first, different orders of HOTs to be
avoided; and secondly, different degrees of effort involved in implementing first-order
intentions. We consider each in turn.

16.4.3.1 The order of the thought: SOTs versus TOTs

Rosenthal (2005) suggested that most of the time when we have HOTs we simply have
SOTS. Only occasionally, when we introspect, do we have TOTs. Given that TOTs are less
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automatically created than SOTs, it is plausible to assume that accurate TOTS (that: ‘I am
aware I am intending to do X’) would be easier to prevent than SOTs (that: ‘I am intend-
ing to do X’). Given this plausible assumption, the individuals most skilled at preventing
accurate HOTs, i.e. highly hypnotizable subjects, would be able to avoid both accurate
TOTs and SOTs about intending. Less skilled individuals (‘mediums’ and ‘lows’) may
only be able to avoid accurate TOTs about intending (and only form inaccurate TOTs but
not inaccurate SOTs).

Assume that ‘lows’ can only prevent accurate TOTs of intending but not SOTs.
For instance, the SOT that ‘I am intending to not say four’ is still there, making them con-
sciously think of the content of the relevant intention (‘do not say four’), hence making
them have a conscious thought about ‘four’. Even if they then had an inaccurate TOT 
(‘I think I am not intending to not say four’), they may not be introspectively aware of
intending to not say four, but they would still be thinking of four in a conscious mental
state. So they could not do the ‘forget 4’ task. However, ‘lows’ could do other tasks such as
arm heaviness. They would have an unavoidable SOT (with the content ‘I am intending
to lower my arm’), making them consciously think of lowering their arms, but, by virtue
of preventing accurate TOTs (‘I am aware I am intending to lower my arm’), they would
not be introspectively aware of intending the arm to fall, so the action would appear
involuntary.

If highly hypnotizable subjects can even avoid accurate SOTs of intending, then they
can do the ‘forget 4’ task, because the SOT about intention can be avoided. Further, when
performing motor suggestions, they can avoid SOTs about the motor suggestion and not
be consciously thinking about the action in any way. Zamansky and Clark (1986) asked
subjects with high and low hypnotizability to engage in imagery inconsistent with the
hypnotic suggestions given (e.g. for a rigid arm suggestion, to imagine bending the arm).
‘Highs’ were just as responsive to suggestions (e.g. that the arm is unbendable) when
engaged in imagery inconsistent with the suggestion as when having consistent imagery.
In contrast, the performance of ‘lows’ was severely degraded by contradictory imagery,
strongly supporting the notion that ‘highs’ but not ‘lows’ can avoid SOTs of intention.
In order to implement the required executive control, ‘lows’ need to be consciously
thinking about the action to be performed. ‘Highs’ do not need to be consciously think-
ing of the action to be performed. Similarly, Hargadon et al. (1995) found that ‘highs’
were just as responsive to an analgesia suggestion when involved in counter-pain imagery
as in an image-less condition where imagery and even suggestion-related thoughts were
proscribed. ‘Highs’ do not need accurate SOTs to respond effectively to suggestions.
These results directly falsify theories of hypnosis that postulate that hypnotic response is
based simply on absorption in response-consistent thoughts and imagery (Arnold 1946;
Barber et al. 1974; Baars 1988, 1997), but corroborate cold control theory. Cold control
theory also predicts that ‘highs’ should be able to produce analgesia just as effectively in
or out of the hypnotic context (in both contexts, the same pain control strategies can be
used, the only difference being that in the hypnotic context the pain reduction would feel
more like a ‘happening’ than a ‘doing’); this prediction is indeed supported (see Milling 
et al. 2002, 2005 for recent data and review).
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The ability to avoid accurate SOTs would facilitate the performance of any hypnotic
task that needs to be performed with intentions whose contents remain unconscious.
Consider, for example, the task used by Spanos et al. (1982) in which subjects were to for-
get the use of a specific set of words in any context. One way to perform this task is to
form an intention, the content of which involves reference to the specific words that are
to be forgotten. However, the content would have to remain unconscious or else the
words would be part of a conscious mental state and hence not forgotten. It is not obvi-
ous how else the task could be performed. It is an executive task so an intention must be
formed; yet the intention should remain unconscious. Thus, similar cognitive tasks that
involve not being consciously aware of some specific stimulus should be especially
difficult, and more difficult than, for example, motor tasks where there is not a problem
in being consciously aware of any concepts or stimuli in order to respond successfully.

16.4.3.2 First-order effort

The second way cold control theory can account for different degrees of difficulty for fol-
lowing hypnotic suggestions consists of the amount of effort required to implement
first-order intentions.

Positive hallucination can be one of the more difficult hypnotic suggestions, depend-
ing on what needs to be hallucinated. According to Hilgard (1965), about 50 per cent of
people pass the taste hallucination (experiencing a sweet or sour taste in the mouth) and
about 50 per cent pass the mosquito hallucination (hearing or feeling a mosquito), but
only about 10 per cent of people hallucinate a voice. How can cold control theory
account for hallucinations and their degrees of difficulty? Positive hallucinations could
be produced by the executive-controlled production of relevant imagery; the lack of
accurate HOTs about intending the imagery might lead the person to experience the
image as a perception because the image is not experienced as intended (cf. Bentall 1990;
Frith 1992). However, why is this difficult?

First, to experience the image as a perception requires not only the avoidance of a TOT
about intending but also the creation of an inaccurate HOT representing oneself as
perceiving (rather than imagining) the target of the image (it is the triggering of this HOT
that corresponds to experiencing the hallucination as ‘real’). Such a HOT of perception
may be facilitated by preventing any HOTs of imagining from occurring. Thus, halluci-
nations may involve preventing accurate SOTs and not just TOTs of intending.

A second (compatible) explanation is that there exist individual differences in ability to
prevent accurate HOTs of intention depending on the amount of cognitive effort
required in executing the first-order intention. Performing a simple motor action may be
less cognitively demanding than forming an image. Thus, it may be more difficult to sup-
press HOTs about forming images than performing motor actions. Images of tastes and
simple noises (such as the sound of a mosquito) might be easier to form than images of
voices. Similarly, ignoring intensely painful stimuli, or not perceiving a stimulus that has
been primed by instructions (as in a negative hallucination), may be especially demand-
ing. These are all proposals that are open to be being tested. Lifting an arm is harder than
letting it drop; consistently, arm lowering is more easily experienced as involuntary than
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arm raising (Kirsch and Lynn 1995, in their sample found a response rate of 51 per cent
for hand lowering compared with 23 per cent for hand raising).

The greater skills of ‘highs’ in avoiding accurate HOTs may allow them to avoid HOTs
even when large amounts of cognitive effort are required in implementing the first-order
intention. This could be tested by acquiring effort ratings, or measuring interference of
each task with, say, random number generation, for different types of tasks outside of the
hypnotic setting and determining the correlation with assessed effort and difficulty of
the corresponding hypnotic suggestion.

The idea that more difficult tasks make it harder to suppress HOTs of intention can
also explain why challenge suggestions are more difficult than simple motor suggestions.
A simple motor suggestion that one’s arm is so light it is rising requires the effort needed
to lift one’s arm. However, the challenge to lift one’s arm—while being told the arm is so
heavy that it cannot be lifted—in principle involves both an attempt to lift the arm and
an attempt to stop the lifting from happening. For some people, this will involve some
considerable muscular effort using antagonistic muscles to prevent the lift (Comey and
Kirsch 1999) and cognitive effort in intending to try to lift the arm while remembering to
make it heavy. The greater effort involved in successful responding to the challenge sug-
gestion rather than the simple motor suggestion may be one reason why it is harder to
suppress HOTs of intending with challenge rather than simple motor suggestions.
We will consider another way of successfully responding to challenge suggestions later,
one that involves no muscular effort at all.

In summary, cold control theory enables us to get a handle on the order of difficulty of
different hypnotic suggestions in a principled way. Suggestions that require avoiding
accurate SOTs of intending will be more difficult than suggestions that require only the
avoidance of accurate TOTs of intending; and the more effort involved in performing the
task, the harder it may be to avoid accurate HOTs, so the more difficult the task will be as
a hypnotic suggestion.

We cannot claim to have explained the rank order of difficulty of all hypnotic responses
(e.g. why do only about a fifth of people pass post-hypnotic suggestion compared with 
a third of people passing amnesia suggestions?), but cold control theory does provide 
a means for thinking about why some suggestions are harder than others within the
context of a single theory, a single mechanism for producing hypnotic responses.

16.4.4 Difference between subjects with high and low 
hypnotizability on non-hypnotic tasks
Cold control theory can generate predictions about how ‘highs’ and ‘lows’ may differ in
various tasks outside the hypnotic context. The fundamental skill postulated by cold con-
trol theory is unlinking HOTs about intending from intentions. So the ability to produce
actions in any context that feel like they happen by themselves should be the main corre-
late of susceptibility. Indeed, the best correlate of hypnotizability is suggestibility without
a hypnotic induction; the correlation goes from about 0.65 (Hilgard and Tart 1966) to
0.85 (Barber and Glass 1962).

Hypnotizability should also correlate with other sorts of tasks. Being good at executive
control is a likely correlate of hypnotizability, because if one is good at executive control
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without HOTs, then plausibly (but not inevitably) one is simply good at executive con-
trol. Correlates for hypnotizability are notoriously difficult to find. Any non-hypnotic
measures that do correlate with hypnotizability do so only moderately, if not sporadi-
cally. Nonetheless, despite the chequered pattern, findings can be usefully summarized in
a broad-brush way in terms of executive function ability (Crawford et al. 1993). For
example, maintaining attention is an example of an executive function task, because it
involves successfully overcoming distraction. One of the most frequently replicated
correlates of hypnotizability (with r ~0.30) is self-reported absorption in imaginative
activities (e.g. Van Nuys 1973; Hilgard 1974; Tellegen and Atkinson 1974; Karlin 1979;
Wilson and Barber 1981; Roche and McConkey 1990; Lyons and Crawford 1997; Barnier
and McConkey 1999; contrast Jamieson and Sheehan 2002). Note that the relationship
between executive control and hypnotizability is not strong (and is even less when
context is controlled; Kirsch and Council 1992). Any theory that actually required ‘highs’
to be strong on executive control would have difficulty explaining the weak relationships
found. ‘Highs’ are not ‘highs’ because they can, for example, concentrate well. Cold
control theory does not need to make such assumptions: ‘highs’ are ‘highs’ because they
can avoid HOTs of intending when actually intending, and this does not demand being
especially good at executive control. Being good at executive control is just a likely
correlate of hypnotizability, because one can allow oneself to prevent relevant HOTs if
one is good at executive control without HOTs.

16.4.5 Motivation for further research
Cold control theory opens new alleys to explore. For example, we have already noted the
need to measure difficulty with independent ratings or secondary tasks when consider-
ing the order of difficulty of different hypnotic suggestions. Cold control theory predicts
that if the performance of the executive system is compromised, hypnotic response is
likely to be affected as well (see Kirsch et al. 1999). For example, repetitive transcranial
magnetic stimulation (rTMS) applied to the frontal areas should lower hypnotic
response particularly to suggestions demanding special executive control, such as selec-
tive amnesias. In contrast, the dissociated control theory of Woody and Bowers (1994)
predicts an increase in hypnotizability with a disruption of frontal lobe activity. Similarly,
cold control theory, unlike dissociated control theory, predicts that frontal lobe patients
should have low hypnotizability scores. The commitment to HOTs also motivates
research contrasting cold control with ‘empty heat’, which is discussed below.

16.4.6 Summary
Cold control theory postulates that hypnotic responding is based on executive control
without HOTs about intending. It thus explains why many hypnotic responses can be
executive tasks. It also gives us a handle on the order of difficulty of hypnotic suggestions
(e.g. whether the suggestion requires SOT or just TOT avoidance), on individual
differences in hypnotizability (e.g. the weak relationship between executive ability and
hypnotizability), and on why expectations seem to have much larger effects in a hypnotic
rather than a non-hypnotic context. It also allows subjects different routes to achieving 
a given hypnotic response.
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16.5 Other accounts suggested by HOT theory
Cold control theory postulates that hypnotic experiences of lack of voluntariness arise
due to the unusual separation of intendings from the usually accompanying HOTs about
intendings. However, HOT theory itself can produce two other explanations of hypnosis.
First, HOT theory proposes a distinction between HOTs and first-order states, and the
converse of first-order states without HOTs (cold control theory) is HOTs without first-
order states (empty heat theory). Secondly, in HOT theory, mental states seem to belong
to a person because the HOT represents that person—the ‘I’—as being in the state.
However, if somehow there could be multiple selves, one of those ‘I’s may not be aware of
the experiences of the other Is (Kihlstrom 1997): the multiple-selves theory of hypnosis.

16.5.1 Empty heat: HOTs without first-order states
According to Rosenthal (2000), one can have a SOT that one is in a certain first-order
state, without actually being in that state. Mistaken HOTs could produce many of the
experiences brought about by hypnotic suggestion, in particular hallucinations, by repre-
senting one as being in a state one is not actually in.

If hypnotic suggestions operate directly on HOTs, then hypnotic hallucinations
would not involve actual first-order perceptual states. So hypnotic hallucinations
would not, for example, facilitate implicit perceptual tasks, or involve the use of visual
pathways in the brain, or at least they would involve only areas concerned with HOTs
about perception.

On the other hand, if, as cold control theory postulates, hypnotic hallucinations oper-
ate via preventing HOTs about intentions to imagine, hypnotic hallucinations would
activate brain pathways involved in perception to the extent that those pathways are used
by the imagination. Kosslyn and Thompson (2003) provided a meta-analysis of positron
emission tomography (PET), functional magnetic resonance imaging (fMRI) and single
photon emission computed tomography (SPECT) studies of visual imagery, showing
that imagery can activate early visual cortex, as early as V1 or V2. Conversely, Rees et al.
(2002) argued that visual awareness depends on prefrontal and parietal cortex rather
than just specifically visual cortical areas, and Rees (2001) also speculates that conscious
awareness depends on dorsal frontoparietal cortex. If we accept both these claims, find-
ing a context in which hypnotic hallucinations causes activity in primary visual cortex
would support cold control theory but falsify empty heat theory in that context. This is
the sort of logic we now pursue in one example.

Kosslyn et al. (2000) asked highly hypnotizable subjects either to see a colour pattern in
colour, or to see a grey-scale pattern in colour. PET scanning indicated that the left and
right fusiform areas were active in ‘highs’ either seeing genuine colour or hallucinating
colour, but not when veridically seeing grey-scale. To be consistent with empty heat the-
ory, the fusiform area would need to be responsible for the formation of HOTs of seeing.
However, Dehaene et al. (2001) found that both conscious and unconscious (masked)
words produced activity in the fusiform area, so activity in this area is not sufficient for
HOTs of perception. Similarly, Driver et al. (2001) reported activation in the fusiform
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area for extinguished (i.e. not consciously seen) visual stimuli, i.e. empty heat theory is
falsified as an account of the colour hallucinations reported in Kosslyn et al.

On the other hand, for cold control theory to account for the results, imagination
would need to be sufficient to induce activity in the fusiform areas. Indeed, when sub-
jects were instructed without hypnosis to ‘remember and visualize’ the colour pattern,
the same degree of activation of the right fusiform region was found as when subjects
were hallucinating. However, the ‘remember and visualize’ instructions led to less
activation in the left fusiform region than when hallucinating, challenging cold control
theory. In interpreting the latter result, however, one should bear in mind Kosslyn et al.’s
concern that the subjects did not ‘drift into hypnosis’ and hallucinate in the ‘remember
and visualize’ condition. The wording was chosen to ‘lead the subjects to attend to the
visible stimulus and alter it rather than to substitute a complete hallucination’, i.e. the
demand characteristics entailed forming a less convincing image in the ‘remember and
visualize’ condition rather than the hallucinate condition. It is thus not surprising that
this was reflected in less relevant activity in the fusiform area for the ‘remember and visu-
alize’ condition than the hallucination condition. Cold control theory predicts that if
subjects capable of producing activation in the left fusiform gyrus when hypnotically
hallucinating colour are tested out of hypnosis, activation will be produced in the 
left fusiform gyrus when subjects are asked intentionally to produce the same vivid
experience as when hallucinating—but these results are not yet in.

Future research might identify separate populations of cold control and empty heat
hallucinators. Brain imaging may find some people who reliably show no activation in
V1–V5 while hallucinating and some people who reliably do. Cold control and empty
heat would be then both supported as individual strategies in responding to hallucination
suggestions.

Empty heat theory could in principle apply to challenge suggestions, such as being
asked to try to bend one’s arm, while being told one’s arm is as rigid as an iron bar. In this
case, to pass the suggestion, the subject must fail to move. On cold control theory, the
subject might intend to ‘go through the motions of trying to move but do not move’,
while being unaware of intending this. Empty heat theory offers an alternative strategy.
The subject does not intend to move at all, but forms the ‘empty’ (with no actual first-
order intention) SOT that ‘I am intending to move’ and/or the TOT that ‘I am aware I am
intending to move’. However, without the intention to move, the subject will not move
(even while the subject believes that he or she is trying), so the suggestion is passed. With
the cold control strategy, muscular effort is exerted in both trying to move and resisting
that attempt. With the empty heat strategy, no muscular effort would be exerted at all.
Comey and Kirsch (1999) found that about 70 per cent of people passing a challenge
suggestion reported that they did try to respond to the challenge.

16.5.2 Multiple selves
Kihlstrom (1997) suggested that hypnotic subjects could create an additional ‘hypnotic I’
which is the cause of hypnotic responding. Because the hypnotic I’s intentions (causes of
hypnotic responding) are not linked to the normal I, the person does not experience
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himself as intending to make the actions occur. This theory corresponds to Hilgard’s
(1977) neo-dissociation theory in that Hilgard postulated that in hypnosis the executive
ego was split in two so that there are two conscious streams, one controlling the hypnotic
responses and the other unaware of this control.

Rosenthal (2003) elaborates how apparently separate selves could arise in terms of
HOT theory. We will not pursue the idea further, however, because this approach pre-
dicts a hidden observer, and the notion of a hidden observer has generated much contro-
versy (see, for example, Kirsch and Lynn 1998, for an overview, and comments by
Kihlstrom 1998, and Woody and Sadler 1998). For example, hidden observer responses
can in principle arise by attending to the pain or away from the pain depending on the
demands of the situation (Spanos 1986), and this is consistent with cold control theory.
While it may be open how best to interpret the processes producing hidden observer
responses, one fact about hidden observer responses is uncontroversial: people often pass
all sorts of hypnotic suggestions without demonstrating a hidden observer on request.
While the level of hidden observer responding can vary dramatically according to the
overt demands for it and the type of suggestion (see Kirsch and Lynn 1998, for a review),
in many studies about 50 per cent of ‘highs’ show hidden observer responding. That
would be roughly 5 per cent of the population, whereas a majority of people are respon-
sive to at least some hypnotic suggestions. Bowers (1992) and Kirsch and Lynn argue that
one cannot use phenomena so rare as hypnotic amnesia or the hidden observer to
support the notion of multiple selves (separated by amnesic barriers) as an explanation
of hypnotic responding in general. We conclude that multiple selves is at least a rare route
to hypnotic response compared with cold control.

16.6 Comparison with other theories
Cold control theory’s emphasis on executive function brings it in line with the two most
prominent theories of hypnosis in the 1970s and 1980s, namely Hilgard’s neo-dissociation
theory and the socio-cognitive approach, the latter argued for vigorously by Spanos,
amongst others. The 1990s saw theories emerge in which hypnotic responding involved
contention scheduling rather than executive control (e.g. Woody and Bowers 1996;
Brown and Oakley 2004). We briefly compare cold control with these different theories.

16.6.1 Dissociation theory
In Hilgard’s neo-dissociation theory (1977, 1986, 1992), the ‘executive ego’ (SAS) was
postulated as being the cause of any hypnotic response, consistent with cold control
theory. The potential incompatibility between the theories is whether there is some part of
the person that is aware of the first-order states the hypnotized person denies having.
According to cold control theory, when a highly hypnotizable person produces, for
example, hypnotic analgesia, there simply are no HOTs about the pain (nor HOTs about
intending to engage in cognitive strategies to relieve the pain). According to Hilgard, the
monitoring and executive functions of the executive ego (SAS) are split into two. ‘The two
parts differ only in that they are separated by an amnesic barrier’ (Hilgard 1986, p. 234).
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This might imply that the two parts are quite capable of their own HOTs, and this makes
Hilgard’s theory a multiple selves theory (Kihlstrom 1997), different from cold control.
However, Hilgard (1986) also said that there are ‘two experiences going on simultane-
ously; of one the subject is aware, of the other he is unaware’ (p. 236). The streams are
also referred to as subconscious versus conscious. There are two interpretations of these
phrasings. In one, the stream about which one lacks awareness, the subconscious stream,
is a stream of first-order states for which there are no accurate HOTs. This is the ‘no
HOTs’ interpretation. In the other interpretation, the lack of awareness refers only to the
lack of awareness of the stream by one of the selves; it is the hypnotized self that is
unaware, though another self is aware of the first-order contents.

The ‘no HOTs’ interpretation makes neo-dissociation theory compatible with cold
control. Many suggestions could be carried out by forming intentions, but failing to be
aware of those intentions, i.e. by cold control (Kihlstrom 1992). Dissociative responses
could also come about in negative hallucinations by having only first-order states of per-
ceiving in the absence of accurate HOTs of perception, a perceptual analogue of cold
control (i.e. cold perception). Kihlstrom (1998) prima facie accepted the ‘no HOTs’ inter-
pretation of neo-dissociation theory in reviewing implicit–explicit distinctions generally
(e.g. in blindsight) as supporting evidence for Hilgard’s theory. Blindsight consists of
first-order visual states without HOTs of seeing; there is no evidence that blindsight
involves multiple selves (Kirsch and Lynn 1998).

The prime evidence for neo-dissociation theory is the hidden observer, and the hidden
observer can express HOTs. This strongly implies that Hilgard did not intend the 
‘no-HOTs’ interpretation of his theory. Cold control theory and neo-dissociation theory
are then clearly different theories. However, they have in common the postulate that 
hypnotic responding involves executive functions.

Woody and Bowers (1994) provided another take on dissociation theory. They
described hypnosis as a weakening of frontal lobe function so that contention scheduling
could control behaviour (hence the feeling of involuntariness). In dissociation terms, the
dissociative split did not render the supervisory attention system in two (as in Hilgard’s
theory, or a version of it), it split one or more action schemata from the supervisory
attentional system, so that the schemata could become directly triggered by hypnotic
suggestion. Thus, they call their theory the dissociated control theory. However, uniquely
associating actions experienced as involuntary with contention scheduling creates 
a problem. Hypnotic responding cannot be based simply upon contention scheduling,
because hypnotic responses can involve performing executive function tasks, as reviewed
above. Our primary criticism of dissociated control theory, and its primary difference
from cold control theory, is that the theory fails to get to grips with the highly strategic
and, when necessary, executive nature of hypnotic responding. In cold control 
theory, like dissociated control theory, control is split off from consciousness, but the
supervisory attentional system is still involved.

Bowers and Woody (1996) used Wegner’s white bear task to provide support for their
theory. They argued that the absence of the ironic conscious awareness of bears (or cars,
in their study) indicated that the highly hypnotizable subjects simply did not have the
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intention to not think about bears. However, as indicated above, the success of ‘highs’
on the white bear task does not necessitate the conclusion that the task is performed 
non-intentionally (it could be performed intentionally and with avoiding relevant HOTs).

A further difference between cold control and dissociated control theories is that
dissociated control theory is committed to a special state of hypnosis, specifically a state
in which frontal lobe function is weakened. However, consistent with the idea that ‘highs’
in hypnosis actually have good executive abilities which can be used when expectations
allow, when ‘highs’ were given hypnotic suggestions to eliminate the Stroop effect
altogether, remarkably they could do this (Raz et al. 2002).

16.6.2 Socio-cognitive approach
The other great strand of theorizing about hypnosis has been broadly called the social
psychological (e.g. Sarbin and Coe 1972; Spanos 1986) or socio-cognitive (Spanos 1991;
Kirsch and Lynn 1997) perspective. These approaches view hypnotic behaviour as funda-
mentally similar to other more mundane forms of social behaviour, behaviour to be
explained by personal (rather than subpersonal) states such as expectations, beliefs, pur-
poses and attributions. The body of empirical work showing that hypnotic responses are
indeed contextually appropriate, flexible, planned and goal directed (e.g. Spanos 1986)
inspired a central notion in cold control theory, namely that executive functions are
involved (consistent also with Hilgard’s neo-dissociation theory). Cold control can also
be simply described at the personal level, i.e. as the use of intentions without awareness
of having those intentions, a description entirely consistent with the social psychological
approach (and also, on a certain reading, with neo-dissociation theory). Where cold con-
trol theory goes beyond social psychological approaches is in a specific commitment to
HOT theory (Rosenthal 1986); and social psychological approaches go beyond cold con-
trol theory in having a specific commitment to there being no special state of hypnosis.
The social psychological approach is also consistent with empty heat theory, but cold
control is the opposite of empty heat. We have seen above how a commitment to 
HOT theory leads to predictions concerning, for example, the order of difficulty of hyp-
notic suggestions, and also to considering brain imaging to distinguish cold control and
empty heat theories. Different approaches—such as the social psychological and cold
control—need not be incompatible to inspire different research questions, different types
of answers and different agendas.

16.6.3 Neurophysiological accounts
Crawford and Gruzelier (1992) and Guzelier (1998) proposed a neurophysiological
account of hypnosis. They postulate that ‘highs’ have better executive skills than ‘lows’
(e.g. Crawford et al. 1993) and hence can deploy their attention in different ways.
Gruzelier (1998) and Gruzelier and Warren (1993) argue that the better ability of ‘highs’
to focus attention allows them during an induction to exhaust their frontal abilities, and
hence end up frontally impaired in a hypnotic state. In contrast, Crawford et al. (1998)
see hypnotic responding to, for example, pain as dependent on the effective functioning
of the supervisory attentional system in ‘highs’. Crawford’s idea is, of course, consistent
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with cold control theory, but, as noted above, cold control theory does not rely on any
superior ability of ‘highs’ over ‘lows’ in frontal tasks, and the evidence for hypnotizability
differences in frontal task performance indicates an effect probably too weak actually to
form the basis of the capacity for hypnotic responding.

16.7 Evolutionary context
Why does hypnotic behaviour exist? At first blush, hypnotic experience and behaviour
are an unlikely product of natural selection. Surely natural selection favours accurate
perception without hallucinations, and awareness of one’s own control over one’s actions
(or at least not a systematic misrepresentation of the intentional causes of actions)? One
possibility is that hypnosis was not specifically selected for at all. For whatever reason
HOTs evolved, only a certain amount of accuracy was required of them, and the residual
amount of slack between intentions and HOTs about intending—the slack that allows
hypnotic experience—was simply tolerated by selective processes. However, another
answer is suggested by the observation that hypnotic-like experiences are extremely com-
mon cross-culturally and seem to serve definite functions (Lewis 1973, 2003). We take
the intentional control of cognition and behaviour without awareness of intention as the
essential nature of hypnotic experiences. These types of experiences occur largely associ-
ated with religious rituals and in the form of spirit possession (Lewis 2003). Presumably,
for our ancestors tens of thousands of years ago, hypnotic experiences also occurred in
divine and spiritual contexts. If our distant human ancestors performed actions, or saw
images, etc. that it seemed to them they did not produce, the obvious conclusion might
have been that a spirit or divine force caused them.

One speculative function of such possession experiences is to support religious beliefs.
If there were selective pressure on people to have religious beliefs, as some have argued
(e.g. Alper 1996), then the experience of being taken over by a spiritual force would help
strengthen spiritual beliefs (Oesterreich 1930), and hence could be selected for as well.
Cold control would be the perfect way of achieving this end. The strategic nature of cold
control allows the experience to correspond to whatever is required by the religious
beliefs held, and to make sure the experiences occur in appropriate contexts. The lack of
accurate HOTs provides the necessary self-deception (so that the cognition or behaviour
can be attributed to divine intervention). The claim that hypnotic-like possession experi-
ences can bolster religious beliefs is supported by large number of possession instances in
religions struggling to obtain power; once religion has power, there is less need for such
experiences to give authority to the religion, and indeed the experiences occur less often
(Lewis 2003).

Lewis (1971, 2003) reviews the various sociological functions of possession experi-
ences. For example, a possessed person can perform behaviours for which they are not
held responsible. A socially marginalized person (such as in many cultures, a woman in a
struggling marriage) can demand (with the voice of a mighty spirit) from the husband
the gifts necessary for the spirit to be exorcized. In general, a person who speaks with the
voice of a spirit acquires the authority of the spirit. If this performance is convincing to
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others, then the person (male or female) can climb the social ladder to achieve a status
they could never have been accorded otherwise, including becoming the most senior
political figure. Lewis (2003) documents just how culturally and globally widespread this
phenomenon is. Again cold control provides the perfect mechanism. The behaviour and
experience can be planned so as to be as contextually appropriate as possible, depending
on the assumptions of the particular culture. The self-deception afforded by inaccurate
HOTs enables the performance to be convincing to oneself, which in turn makes it more
convincing to others.

In this respect, hypnosis is just one particular cultural expression of a more general
phenomenon, and many of the particular characteristics of hypnotic behaviours are
historical accidents frozen in time. The association of hypnosis with sleep (long discredited
in the academic world), or the notion that the hypnotized person is passive, apparently
lobotomized as it were, are simply particular cultural beliefs.

16.8 Concluding note
While we call cold control theory a ‘theory’, in truth we regard it more as a means of the-
oretically orienting in the right direction rather than as a final explanation of hypnosis.
However, we hope our arguments convince psychologists, philosophers and cognitive
scientists generally that hypnosis offers a rich domain for testing ideas of consciousness
and control.
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